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On the homomorphisms of ∩-structure
spaces
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Abstract. In [5], the concept of ∩-structure space is defined and it is stud-
ied from an algebraic and topological points of view. Indeed, the ∩-structure
is considered as a model for all algebraic substructures such as subgroups,
subrings and submodules, ideals, etc. Moreover, the elements of these ∩-
structures are seen as an open set, and from this point of view, another goal
is to relate some algebraic properties to some topological properties. The
present article follows the same points of view of [5]. In particular, similar
to algebraic homomorphisms, ∩-structural homomorphisms are defined and
investigated in ∩-structure spaces. In addition, we examine some classical
results related to homomorphisms. In this regard, similar to lattice theory,
we define the congruence relation on ∩-structure spaces and give some facts
about them, and then we generalize the isomorphism theorems of algebraic
structure to ∩-structure spaces.
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1 Introduction

Let X be a nonempty set. An intersection structure (briefly, ∩-structure) on
X is a nonempty family MX of subsets of X which is closed under arbitrary
intersection. In this case we say (X,MX) is a ∩-structure space (in this
article, we say cap-structure instead of ∩-structure); some times we say “X
is a cap-structure space” when there is no ambiguity about MX . Clearly, if
(X,MX) is a cap-structure space, then MX is a complete lattice in which
for each family {Ai}i∈I of MX :

∧

i∈I
Ai =

⋂

i∈I
Ai ,

∨

i∈I
Ai =

⋂
{B ∈ MX :

⋃

i∈I
Ai ⊆ B}.

It is clear that X is the top element of MX . The least element of this
complete lattice is denoted by ◦X , and for short, if there is no ambiguity, it
is denoted by ◦.

Let L be a complete lattice. We call S ⊆ L a meet-structure if
∧
A ∈ S

for every A ⊆ S. It is well-known that every cap-structure is a meet-
structure. Conversely, suppose that S is a meet-structure of complete lattice
L. Now, if we define f : L → P (L) with f(a) = ↓a, then f embeds
S to the cap-structure f(S) in P (L). Therefore, cap-structure and meet-
structure are the same. Also, it is well-known that the concepts of cap-
structures and closure operators are two sides of the same coin. Many
studies have been done on closure operators, for more informations about
these concepts, see [1], [2], [3], [4], [6]. In these studies, the elements of cap-
structure generated by a closure operator are considered as closed sets of a
topology. Whereas when we look at the topic from a topological perspective,
we consider the elements of a cap-structure as an open set. The reader
should realize the difference between these two topological views. More
importantly, in this article, our main focus is on algebraic substructures
such as subgroups, subrings and submodules, ideals, etc., and we see cap-
structure spaces mainly from these points of view. In particular, we want to
generalize the isomorphism theorems of algebraic structure to cap-structure
spaces.

Also in this article, the homomorphism of cap-structure spaces is defined
and studied. But first, some of notations and definitions related to cap-
structure spaces are stated here.



Homomorphism of ∩-structhure 45

Let (X,MX) be a cap-structure space and A ⊆ X. The intersection
of all elements of MX that contain A is denoted by ⟨A⟩X and if there is
no ambiguity, we simply show it by ⟨A⟩. In the case that A is the finite
set {a1, a2, . . . , an}, ⟨A⟩ is written as ⟨a1, a2, . . . , an⟩, and is referred as the
element of MX which is generated by a1, a2, . . . , an. Assuming x ∈ X, we
denote the set {u ∈ MX : x ∈ u} by Mx. If cl : P (X) → P (X) is a
function with

∀A ∈ P (X), cl(A) = Ā = A ∪ {x ∈ X : ∀u ∈ Mx, u ∩A ⊈ ◦},

then clearly, “cl” is a closure operator on X and for any collection {Ai}i∈I
of subsets of X, ∪i∈IAi = ∪i∈IĀi. It is clear that

Ā = A ∪ {x ∈ X : ⟨x⟩ ∩A ⊈ ◦}.

“cl” induces a unique topology on X that we denote it by Tc(X), or briefly,
Tc. Similarly, let int : P (X) → P (X) be a function with

∀A ∈ P (X), int(A) = A◦ = {x ∈ X : ⟨x⟩ ⊆ A},

then “int” is an interior operation and for any collection {Ai}i∈I of subsets
of X, (∩i∈IAi)

◦ = ∩i∈IA◦i . We denoted the topology induced by interior
maps, by TM(X) (or briefly, TM). It is clear that MX is a base for this
topology.

If (X,MX) is a cap-structure space and Y ⊆ X, the collection MY =
{u ∩ Y : u ∈ MX} is an intersection structure on Y , so (Y,MY ) is a
cap-structure space. In this case, we say Y is a subspace of X.

This article is organized in such a way that in section 2, we will define the
homomorphism of cap-structure spaces and study its properties. Also, in
this section, we will introduce types of isomorphism of cap-structure spaces
and study their relationship. In section 3, we define the quotient of cap-
structure spaces and using it, we generalize algebraic isomorphism theorems
for cap-structure spaces.

We use the symbols and notations as follows. For any set X, the symbol
|X| represents the cardinality of the set X. For an integer n ≥ 2, the symbol
Zn stands for the ring of integers modulo n. If f : X → Y , A ⊆ P (X) and
B ⊆ P (Y ). We denote {f(A) : A ∈ A} and {f−1(B) : B ∈ B} by f(A)
and f−1(B), respectively. The algebraic and topological concepts used in
this article are well-known and can be found in [7, 8].
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2 Homomorphisms in cap-structure spaces

In this section, after defining the concept of cap-structural homomorphism,
we will see that this concept is a suitable generalization of the algebraic
homomorphisms, in the subject of cap-structure spaces.

Definition 2.1. Let (X,MX) and (Y,MY ) be a cap-structure spaces. We
call f : X → Y is:

(i) an M-continuous function if f−1(MY ) ⊆ MX ;

(ii) a cap-structural homomorphism (shortly, homomorphism) whenever
f(MX) ⊆ Mf(X) and it is M-continuous. Moreover, if for each m,n ∈ Kf ,
the equality f(m) = f(n) implies that m = n, where ker(f) = f−1(◦) and
Kf = {m ∈ MX : ker(f) ⊆ m}, then we call f a strong homomorphism.

Remark 2.2. Suppose that f : X → Y is a homomorphism.

(a) For each u ∈ MY , f
−1(u) ∈ Kf and f(f−1(u)) = u ∩ f(X) ∈ Mf(X).

So f(Kf ) = Mf(X). In particular, if f : X → Y is a homomorphism,
then f(MX) = Mf(X).

(b) f is a strong homomorphism if and only if ϕ : Kf → Mf(X) with
ϕ(m) = f(m), is an order isomorphism.

Lemma 2.3. Let (X,MX) and (Y,MY ) be cap-structure spaces and f :
X → Y a homomorphism. Then the following statements hold:

(a) f is a strong homomorphism if and only if f−1f(m) = m for each
m ∈ Kf .

(b) f is onto if and only if f(MX) = MY .

(c) f(MX) ⊆ MY if and only if f(X) ∈ MY .

(d) If f(X) ∈ MY and g : Y → Z is a homomorphism, then the function
gf : X → Z is also a homomorphism.

(e) f(◦X) = ◦Y ∩ f(X). In particular, if ◦X ̸= ∅ and ◦Y = ∅, then there
is no homomorphism from X to Y .

Proof. (a) First note that for every m ∈ MX , f−1f(m) ∈ Kf . So if f is
a strong homomorphism, and since, always, ff−1f(m) = f(m), it follows
that f−1f(m) = m for every m ∈ Kf . The proof of the converse is obvious.
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According to part (a) of Remark 2.2, and the fact that Mf(X) ⊆ MY if and
only if f(X) ∈ MY , (b) and (c) are easily obtained. The poof of (d) is also
easily obtained.

(e). Since f−1(◦Y ) ∈ MX , we conclude that ◦X ⊆ f−1(◦Y ) and therefore
f(◦X) ⊆ ◦Y ∩f(X). Now according to f(◦X) ∈ Mf(X) and also ◦f(X) = ◦Y ∩
f(X), we have ◦Y ∩ f(X) ⊆ f(◦X). Therefore, the equality is proved.

Corollary 2.4. Assume that (X,MX) and (Y,MY ) are cap-structure spaces
and f : X → Y is a homomorphism. Then f(◦X) = ◦Y if and only if
◦Y ⊆ f(X).

Proof. The proof, according to part (e) of Lemma 2.3, is clear.

Next example shows that a homomorphism of cap-structure spaces need
not be a strong homomorphism in general.

Example 2.5. For all n ∈ N, let An = {1, 2, · · · , n} and consider the cap
structure space (N,M) where M = {An : n ∈ N} ∪ {N}. Now consider
f : N → N with f(1) = 1 and f(2n) = f(2n + 1) = n + 1. Then one can
easily see that f(A1) = A1, f(A2n) = f(A2n+1) = An+1, f

−1(An) = A2n−1
for all n ∈ N. Therefore f is a homomorphism. But f is not a strong
homomorphism, because ker(f) = A1 ⊆ A2 but f−1f(A2) = A3.

The following example shows that for a homomorphism of cap-structure
spaces, say f : X → Y , it may be f(◦X) = ◦Y but ker(f) ̸= ◦X and vise
versa.

Example 2.6. (a). LetX and Y be rings and letMX , MY be the sets of all
ideals ofX and Y , respectively. If f : X → Y is an onto ring homomorphism
which is not a ring isomorphism, then f(◦X) = ◦Y while f−1(◦Y ) ̸= ◦X .
(b). Let X = Y = N, MX = {A1, A2, A3, · · · } ∪ {N} and
MY = {A2, A3, A4, · · · } ∪ {N}, where Ak = {1, 2, · · · k}, for each k ∈ N.
Now let f : X → Y with f(x) = x + 1, then one can easily see that
f−1(◦Y ) = ◦X but f(◦X) ̸= ◦Y .

Remark 2.7. As we already mentioned in Lemma 2.3, if f : X → Y and
g : Y → Z are two homomorphisms such that f is onto or f(X) ∈ MY ,
then gf is a homomorphism. The following example shows, the composition
of two homomorphisms need not be a homomorphism in general.
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Example 2.8. Let Y be a cap-structure space such that ◦Y ̸= ∅ and
|MY | ≥ 2. So there exists a y0 ∈ Y \ ◦Y . If Z = {y0} and MZ = {Z},
then clearly g : Y → Z with g(y) = y0 is a homomorphism. Now, consider
X = Y \ ◦Y as a subspace of Y . Then it is easy to see that the inclusion
map f : X → Y is a homomorphism, but gf is not a homomorphism, by
Corollary 2.4.

Before we discuss other properties of homomorphisms, we state the fol-
lowing definition with the motivation of the previous remark and example.

Definition 2.9. Let X, Y, Z be cap-structure spaces and g : Y → Z a
homomorphism. We say g is left combinational, if gf is a homomorphism for
any homomorphism f : X → Y . The right combinational homomorphism
is defined similarly.

Here, the natural question is whether the restriction of a homomorphism
is also a homomorphism? The following proposition shows that the answer
is negative.

Proposition 2.10. Let g : Y → Z be a homomorphism. Then g is left
combinational if and only if any restriction of g is a homomorphism.

Proof. (⇒) Suppose that B ⊆ Y and MB = MY ∩ B. In this case, it is
clear that the inclusion function f : B → Y is a homomorphism. So, by
assumption, gf : B → Z is also a homomorphism. It is clear that gf = g|B.

(⇐) Let f : X → Y be a homomorphism. By assumption the function
g|f(X) is a homomorphism. It is clear that f : X → f(X) is an onto
homomorphism, so gf = g|f(X)f is also a homomorphism.

Lemma 2.11. Suppose that A ⊆ X. The following statements hold:

(a) f : X → Y is a homomorphism if and only if f−1(m′) ∈ MX for
every m′ ∈ MY and f(m) = ⟨f(m)⟩ ∩ f(X) for each m ∈ MX .

(b) The restriction of a homomorphism f : X → Y to A is a homomor-
phism if and only if f(m∩A) = ⟨f(m∩A)⟩∩f(A) for each m ∈ MX .

Proof. (a) Suppose that m ∈ MX . By assumption, there exists m′ ∈ MY

such that f(m) = m′ ∩ f(X). It is clear that f(m) ⊆ m′, and so we can
write:

f(m) ⊆ ⟨f(m)⟩ ∩ f(X) ⊆ m′ ∩ f(X) = f(m).
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Thus f(m) = ⟨f(m)⟩ ∩ f(X). The proof of (⇐) is obvious.
(b) Using part (a), it is clear.

Proposition 2.12. Suppose that Y is a cap-structure space and oY ̸= ∅.
Then every homomorphism g : Y → Z is a left combinational if and only if
MY = {Y }.

Proof. (⇒) Let, on the contrary, there exists y0 ∈ Y \ ◦Y and Z a cap-
structure space such that oZ = {z0}. In this case, we consider the constant
function g : Y → Z with g(y) = z0. It is clear that g is a homomor-
phism. But, if Y0 = Y \ ◦Y , then the restriction function g|Y0 cannot be a
homomorphism. Because for each m′ ∈ MZ we can write:

g(◦Y ∩ Y0) = g(∅) ≠= {z0} = m′ ∩ {z0} = m′ ∩ g(Y0).

Therefore, by Proposition 2.10, g cannot be left combinational.
(⇐) It is obvious.

Remark 2.13. In the above proposition, the condition oY ̸= ∅ is necessary.
To see this fact, first notice that if Y has a trivial cap-structure space, that
is, MY = {∅, Y }, then the function g : Y → Z is a homomorphism if
and only if g(Y ) has trivial cap-structure. Therefore, the restriction of any
homomorphism on such structures is a homomorphism.

The next proposition shows that if f : X → Y is a homomorphism
(strong homomorphism), then f : MX → Mf(X) (f

−1 : MY → MX) is a
complete join-homomorphism.

Proposition 2.14. If f : X → Y is a homomorphism and mi ∈ MX for
each i ∈ I, then f(

∨
i∈I mi) =

∨
i∈I f(mi), in which, the second join is

regarded within Mf(X). In addition, if f is a strong homomorphism then

f−1(
∨

i∈I m
′
i) =

∨
i∈I f

−1(m
′
i), for each family {m′

i}i∈I of MY .

Proof. It is clear that
∨

i∈I f(mi) ⊆ f(
∨

i∈I mi). Conversely, let
∨

i∈I f(mi) =
u, then f(mi) ⊆ u for each i ∈ I, so mi ⊆ f−1(u) for each i ∈ I. Hence,∨

i∈I mi ⊆ f−1(u), consequently f(
∨

i∈I mi) ⊆ u and so f(
∨

i∈I mi) =∨
i∈I f(mi).

To prove the last part of this proposition, it is clear that f−1(∨i∈Im
′
i)

is an upper bound for the family {f−1(m′
i}i∈I . Now let n be any upper
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bound of this family. Then by the hypothesis m
′
i ⊆ f(n) for each i ∈ I, and

therefore
∨

i∈I m
′
i ⊆ f(n). Thus f−1(

∨
i∈I m

′
i) ⊆ f−1f(n) = n (note that

n ∈ Kf ), and the proof is complete.

Proposition 2.15. Let f : X → Y be a homomorphism. Then

(a) f(⟨A⟩X) = ⟨f(A)⟩f(X) for any A ⊆ X;

(b) ⟨f(A)⟩f(X) = ⟨f(A)⟩Y ∩ f(X) for any A ⊆ X;

(c) f(⟨x⟩X) = ⟨f(x)⟩f(X) for any x ∈ X;

(d) ⟨f(x)⟩f(X) = ⟨f(x)⟩Y ∩ f(X) for any x ∈ X;
In addition, if f is an onto strong homomorphism with ker(f) = ◦,
then

(e) f−1(⟨B⟩Y ) = ⟨f−1(B)⟩X , for every B ⊆ Y ;

(f) f−1(⟨y⟩Y ) = ⟨f−1{y}⟩X , for every y ∈ Y .

Proof. (a) It is obvious that ⟨f(A)⟩f(X) ⊆ f(⟨A⟩X). For the reverse inclu-
sion suppose that n = ⟨f(A)⟩f(X), then we have

f(A) ⊆ n ⇒ A ⊆ f−1(n) ⇒ ⟨A⟩X ⊆ f−1(n) ⇒ f(⟨A⟩X) ⊆ ff−1(n) = n.

(b)

⟨f(A)⟩f(X) =
⋂{

m′ ∩ f(X) : m′ ∈ MY , f(A) ⊆ m′ ∩ f(X)
}

=
⋂{

m′ ∈ MY : f(A) ⊆ m′
}
∩ f(X)

= ⟨f(A)⟩Y ∩ f(X).

(c) By part (a), it is clear.
(d) By part (b), it is clear.
(e) Since f is an onto strong homomorphism, by part (a), we can write:

ff−1⟨B⟩Y = ⟨B⟩Y = ⟨ff−1B⟩Y = f(⟨f−1B⟩X).

On the other hand, clearly, ker(f) = ◦ ⊆ f−1(⟨B⟩Y ) and ker(f) = ◦ ⊆
⟨f−1B⟩X . Since f is a strong homomorphism, we conclude that ⟨f−1(B)⟩X =
f−1(⟨B⟩Y ).

(f) By part (e), it is clear.
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In parts (e) and (f) of the above proposition, the mentioned conditions
are necessary. To see this, suppose that X = Y = Z, MX is the set of all
ideals of Z and MY = {{0},Z}. Now, let f : X → Y be a function such
that f(0) = 0 and f(n) = 1 for every n ∈ Z \ {0}. It is clear that f is a
homomorphism but the parts (e) and (f) is not true for f .

In the next proposition, we state the necessary and sufficient conditions
for establishing the equality ⟨f(x)⟩f(X) = ⟨f(x)⟩Y , where f : X → Y is a
homomorphism.

Proposition 2.16. Let f : X → Y be a homomorphism such that ◦ ⊆ f(X)
and let x ∈ X. The following statements are equivalent:

(a) f(x) /∈ Y − f(X).

(b) f(x) /∈ {y} for any y ∈ Y − f(X),

(c) ⟨f(x)⟩f(X) = ⟨f(x)⟩Y .
(d) ⟨f(x)⟩Y ⊆ f(X).

(e) f(x) ∈ (f(X))◦.

Proof. (a) ⇔ (b) By the fact that the closure operator is distributive over
arbitrary union, it is clear.

(c) ⇔ (d) By Proposition 2.15, it is evident.
(b) ⇒ (d) Suppose that y /∈ f(X), then f(x) /∈ {y} and so by the

definition of closure, ⟨f(x)⟩Y ∩ {y} ⊆ ◦. By the hypothesis, ◦ ⊆ f(X) and
y /∈ ◦, so we must have ⟨f(x)⟩Y ∩ {y} = ∅, and therefore y /∈ ⟨f(x)⟩Y .

(d) ⇒ (b) If y /∈ f(X), then y /∈ ⟨f(x)⟩. Therefore, ⟨f(x)⟩ ∩ {y} ⊆ ◦
and this implies that f(x) /∈ {y}.

(e) ⇔ (d) It is evident.

The following corollary is immediate.

Corollary 2.17. Let f : X → Y be a homomorphism such that ◦ ⊆ f(X).
The following statements are equivalent:

(a) f(x) /∈ Y − f(X) for every x ∈ X.

(b) f(X) ∩ Y − f(X) = ∅.
(c) ⟨f(x)⟩f(X) = ⟨f(x)⟩Y for every x ∈ X.

(d) ⟨f(x)⟩Y ⊆ f(X) for every x ∈ X.
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(e) f(X) ∈ TM(Y ) and consequently f(X) ∈ Tc(Y ).

Definition 2.18. Let (X,MX) and (Y,MY ) be cap-structure spaces. We
say f : X → Y is:

i) an M-embedding if f is a strong homomorphism and ker(f) = ◦;
ii) an M-isomorphism if f is an onto M-embedding;
iii) an embedding if f is a one-one homomorphism. An embedding which

is onto is called an isomorphism. In this case, we write X ≃ Y .

It is clear that every isomorphism is an M-isomorphism but, as the
following example shows, the converse is not true in general.

Example 2.19. Let X = Z10, Y = Z6, and MX , MY be the sets of
all ideals of X and Y , respectively. Now define f : X → Y with f(0) =
0, f(1) = f(7) = f(9) = 1, f(2) = f(6) = f(8) = 2, f(5) = 3, f(4) = 4, and
f(3) = 5. We can easily see that f is an M-isomorphism but it is not an
isomorphism.

Proposition 2.20. Let f : X → Y be a homomorphism. The following are
equivalent:

(a) f is an M-isomorphism.

(b) f : MX → MY is an order isomorphism.

(c) f : MX → MY is an isomorphism of complete lattices.

(d) f : X → Y is onto and f−1f(m) = m, for each m ∈ MX .

Proof. (a) ⇒ (b) Since f is a strong homomorphism, by part (b) of Remark
2.2, f is an order embedding. On the other hand, since f : X → Y is onto,
so is f : MX → MY . Therefore, f is an order isomorphism.

(b) ⇒ (c) It is sufficient to show that
⋂

i∈I f(mi) = f(
⋂

i∈I mi) for any
family {mi}i∈I of MX . To do this, we just have to prove that

⋂
i∈I f(mi) ⊆

f(
⋂

i∈I mi). So let u =
⋂

i∈I f(mi). Then u ∈ MY and u ⊆ f(mi) for any
i ∈ I. Therefore f−1(u) ⊆ mi, for any i ∈ I, hence f−1(u) ⊆ ⋂i∈I mi and
it implies that u ⊆ f(

⋂
i∈I mi).

(c) ⇒ (d) Clearly, f−1f(m) = m for each m ∈ MX and since f(X) ∈
MY , it follows that f : X → Y is onto.

(d) ⇒ (a) Since f : X → Y is onto, we have f(◦) = ◦, so kerf =
f−1(◦) = f−1f(◦) = ◦. Therefore, f is an onto M-embedding, that is, f is
an M-isomorphism.
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Proposition 2.21. Let (X,MX) and (Y,MY ) be two cap-structure spaces.
If f : X → Y is an isomorphism, then f as a function from (X, Tc(X)) to
(Y, Tc(Y )) is a homeomorphism.

Proof. It suffices to show that f(E) = f(E). For this, let t = f(x) /∈ f(E).
Thus, x /∈ E and so there is u ∈ MX such that x ∈ u and u ∩ E ⊆ ◦.
Therefore, f(u)∩f(E) ⊆ ◦, and since f(u) ∈ MY and t ∈ f(u), we conclude
that t /∈ f(E). Thus, f(E) ⊆ f(E). Now, suppose that t = f(x) /∈ f(E).
Thus, there is v ∈ MY such that t ∈ v and v ∩ f(E) ⊆ ◦. Therefore,
f−1(v) ∩ E = f−1(v) ∩ f−1f(E) ⊆ ◦. Since f−1(v) ∈ MX and x ∈ f−1(v),
it follows that x /∈ E and so t = f(x) /∈ f(E), Therefore, f(E) ⊆ f(E).

In the previous proposition, if we substitute TM for Tc, the statement is
still true. In addition, the converse of the above proposition is not true; to
see this, assume that

X = Y = R, MX = P (X), MY = {(a, b) : a, b ∈ R}∪{{x} : x ∈ R}∪{R}.

Then (X, Tc(X)) and (Y, Tc(Y )) are discrete spaces and so homeomorphic
by identity map, but (X,MX) and (Y,MY ) are not isomorphic. Note that
in this example Tc(X) = TM(X) = Tc(Y ) = TM(Y ) = P (X).

3 Quotient of cap-structure spaces

In this section we define the quotient space and its related homomorphism
theorems for the cap-structure spaces. In particular, our aim is to general-
ize algebraic isomorphism theorems to cap-structure spaces. Suppose that
(X,MX) is a cap-structure space and R is an equivalence relation on X.
Assume that P : X → X/R is defined by x → [x], which is called the nat-
ural quotient map. We want to define an intersection structure on X/R,
which is induced naturally by MX . It is natural that in this case we should
expect that:

(a) the function P holds the arbitrary intersection and

MX/R = {P (m) : m ∈ MX}

has an intersection structure on X/R;
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(b) P−1P (m) ∈ MX for each m ∈ MX .

We will see later that the condition (b) alone is sufficient for this purpose.

Definition 3.1. Let (X,MX) be a cap-structure space, θ an equivalence
relation on X and P : X → X/θ the natural quotient map. We call θ is a
cap-structural congruence whenever P−1P (m) ∈ MX for each m ∈ MX .
In addition, a cap-structural congruence θ is called a strong cap-structural
congruence when P−1P (m) = m for each m ⊇ P−1P (◦). The set of all cap-
structural congruence (strong cap-structural congruence) on a cap-structure
space is denoted by con(X) (scon(X)).

Lemma 3.2. Let f be a function from X onto Y and S ⊆ P (X) be a
complete lattice under inclusion relation such that f−1f(S) ∈ S, for each
S ∈ S. Then the following statements hold:

(a) f(
∨A) =

∨
f(A), for each A ⊆ S, where the first and second symbols

“∨” are considered within S and f(S), respectively.
(b) f(

∧A) =
∧
f(A), for each A ⊆ S, where the first and second symbols

“∧” are considered within S and f(S), respectively.
(c) f(S) with the above operations is a complete lattice.

(d) If S is a cap-structure, then so is f(S).

Proof. (a) It is clear that f(
∨A) is an upper bound of f(A). Now suppose

that S ∈ S and f(S) is an upper bound of f(A). Then f(A) ⊆ f(S), for
each A ∈ A. Hence A ⊆ f−1f(S) for each A ∈ A, so

∨A ⊆ f−1f(S). Hence
f(
∨A) ⊆ ff−1f(S) = f(S). Therefore f(

∨A) is a least upper bound of
f(A).

The proof of (b) is similar to (a), and (c) is obvious.
(d) Let Si ∈ S for every i ∈ I. Since f is onto, for each i ∈ I, we can

write: ⋂

i∈I
f(Si) = ff−1

⋂

i∈I
f(Si) = f(

⋂

i∈I
f−1f(Si)) ∈ f(S).

Proposition 3.3. Let (X,MX) be a cap-structure space, θ a cap-structural
congruence on X and P : X → X/θ the natural quotient map. Then the
following statements hold:
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(a) P (
⋂

i∈I mi) =
⋂

i∈I P (mi), therefore P preserves arbitrary intersec-
tions.

(b) P preserves arbitrary joins.

(c) MX/θ = {P (m) : m ∈ MX} is a cap-structure on X/θ.

(d) The map P : X → X/θ is an onto homomorphism.

Proof. By Definition 3.1, and Lemma 3.2, the proof is clear.

According to above proposition, we have the following definition:

Definition 3.4. Assume that the conditions of Proposition 3.3, are satis-
fied. In this case, we call the space (X/θ,MX/θ) is a quotient of the space
X corresponding to the cap-structural congruence θ.

Remark 3.5. Let X and Y be cap-structure spaces and f : X → Y an
arbitrary function. For every a, b ∈ X, define

aθfb :⇔ f(a) = f(b).

Then the following statements hold:
(a) θf is an equivalence relation on X and if f is a homomorphism, then

θf ∈ con(X) (in this case, we call θf the congruence kernel of f).
(b) Assuming that f is a homomorphism, θf ∈ scon(X) if and only if f

is a strong homomorphism.

Proof. (a) Obviously, θf is an equivalence relation on X. Now, assume that
f is a homomorphism and Pf is the natural quotient map induced by θf .
P−1f Pf (m) = f−1f(m) ∈ MX for every m ∈ MX . Thus, θf ∈ con(X)

(b ⇒) It is clear, since P−1f Pf = f−1f .

(b ⇐) By part (a), θf ∈ con(X). Now, assume that P−1f Pf (0) ⊆ m,
since f is strong homomorphism, we can write

f−1f(0) = P−1f Pf (0) ⊆ m ⇒ P−1f Pf (m) = f−1f(m) = m.

Therefore, θf ∈ scon(X).

Note that the converse of part (a) is not true, in general; that is, if
f : X → Y , then it may be θf ∈ con(X) whereas f is not a homomor-
phism. To see this, let f : X → Y be a homomorphism, then θf ∈ con(X).



56 E. Abdollahpour, A.R. Aliabad, J. Hashemi

Now, it is enough to change the cap-structure on Y such that f is not a
homomorphism with respect to this new cap-structure space. The following
proposition shows that there is a close relation between con(X) and the set
of homomorphism on X.

Proposition 3.6. An equivalence relation θ on a cap-structure space X is
a cap-structural congruence (strong cap-structural congruence) if and only
if there exists a cap-structure space Y and a homomorphism (strong homo-
morphism) f : X → Y such that θ = θf .

Proof. (⇒) If θ is a cap-structural congruence on X, then clearly θ = θP
where P is the natural quotient map from X to X/θ.

(⇐) By Remark 3.5, it is clear.

The following is a counterpart of the first isomorphism theorem of alge-
braic structures.

Theorem 3.7. Let (X,MX), (Y,MY ) be cap-structure spaces and f : X →
Y an onto homomorphism. In this case g : X/θf → Y which is defined by
g([x]) = f(x), is an isomorphism.

Proof. It is clear that g is a bijection. So we just have to show that g is a
homomorphism. For this purpose, suppose that v ∈ MY . It is clear from
the definition of g that gP

f
= f , so considering that P

f
is onto, it follows

that
g−1(v) = P

f
P−1f g−1(v) = P

f
f−1(v) ∈ MX/θf .

Now let P
f
(u) ∈ MX/θf . In this case, it is clear that g(P

f
(u)) = f(u) ∈

MY . Hence, g is a homomorphism and the proof is complete.

Definition 3.8. Let (X,MX) be a cap-structure space and n ∈ MX . We
say that n is quotientable (respectively, strong quotientable) when there ex-
ists a cap-structure space (Y,MY ) and an onto homomorphim (respectively,
strong homomorphism) f : X → Y such that ker(f) = n.

The following example shows that it is not the case that in a cap-
structure space (X,M) every element of M is quotientable.

Example 3.9. Let X = {e, a, b, c, d} and MX = {{e}, n1 = {e, a}, n2 =
{e, b}, n = {e, a, b},m1 = {e, a, c},m2 = {e, b, d}, X}. It is clear that
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(X,M) is a cap-structure space. We claim that n is not quotientable. To
this end, let there exists a cap-structure space (Y,MY ) and let f : X → Y
be an onto homomorphism with ker(f) = n. With these assumbtion P :
X → X/θf is a homomorphism and ker(P ) = n. Since P (n) ⊆ P (m1),
we have n ⊆ P−1P (n) ⊆ P−1P (m1). Therefore, m1 ∪ n ⊆ P−1P (m1)
and we conclude that P−1P (m1) = X. Similarly, P−1P (m2) = X. Now,
we have n = P−1P (m1 ∩ m2) = P−1P (m1) ∩ P−1P (m2) = X, which is a
contradiction.

Proposition 3.10. Let (X,MX) be a cap-structure space. Then the fol-
lowing statements hold:

(a) Let ◦X = ∅ and n ∈ MX . Then n is quotientable if and only if
n = ∅.

(b) Let ◦X ̸= ∅ and n ∈ MX be such that m ∪ n ∈ MX for every
m ∈ MX , then n is a strong quotientable element.

Proof. (a) In the case n = ∅, it suffices to consider identity map on X.
Now, suppose that n ̸= ∅, (Y,MY ) is an arbitrary structure space and f
is a homomorphism from X to Y . Clearly, ◦Y = f(◦X) = f(∅) = ∅ and so
ker(f) = f−1(◦Y ) = f−1(∅) = ∅ ≠ n.

(b) Let Y = (X \ n) ∪ {e} where e /∈ X. It is easy to see that MY =
{(m \ n) ∪ {e} : m ∈ MX} is a cap-structure on Y and ◦Y = {e}. Now we
define the map f : X → Y by

f(x) =

{
e x ∈ n

x x ∈ X \ n

To complete the proof, we show that f is an onto strong homomorphism
with the desired property. First note that f is onto and f−1(◦Y ) = n,
and so f(n) = ◦Y . Also, note that f(m) = (m \ n) ∪ ◦Y ∈ MY and
f−1((m \ n) ∪ ◦Y ) = f−1(m \ n) ∪ n = (m \ n) ∪ n = m ∪ n ∈ MX ,
for any m ∈ MX . This implies that f is a homomorphism. Finally, if
n = ker(f) ⊆ m1,m2 and f(m1) = f(m2), then we can write:

(m1 \ n) ∪ ◦Y = (m2 \ n) ∪ ◦Y ⇒ (m1 \ n) ∪ ◦X = (m2 \ n) ∪ ◦X
⇒ m1 = n ∪ ((m1 \ n) ∪ ◦X) = n ∪ ((m2 \ n) ∪ ◦X) = m2.
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Example 3.11. Suppose that (X,MX) is a cap-structure space and n ∈
MX . We define

∀a, b ∈ X aθn b : ⇔ ⟨a⟩ ∨ n = ⟨b⟩ ∨ n.

In this case, θn is clearly an equivalence relation. Now if θn is a cap-
structural congruence; in other words, if Pn, the natural quotient map as-
sociated with θn, is a homomorphism, then we have the following:

(a) ker(Pn) = n.

(b) P−1n Pn(m) = m ∨ n, for each m ∈ MX .

(c) Pn is a strong onto homomorphism, that is n is strong quotientable.

Proof. (a) Pn(◦) = ◦X/θn and so we can write:

ker(Pn) = P−1n (◦X/θn) = (P−1n Pn(◦X) = {x ∈ X : ∃a ∈ ◦X , [x] = [a]}

= {x ∈ X : ∃a ∈ ◦X , ⟨x⟩ ∨ n = ⟨a⟩ ∨ n} = {x ∈ X : ⟨x⟩ ∨ n = n} = n.

(b) For each m ∈ MX , m ⊆ P−1n Pn(m) and by part (a), n ⊆ P−1n Pn(m).
Therefore, m ∨ n ⊆ P−1n Pn(m) and so for each m ∈ MX , we have:

m ∨ n ⊆ P−1n Pn(m) = {x ∈ X : ∃a ∈ m, [x] = [a]}
= {x ∈ X : ∃a ∈ m, ⟨x⟩ ∨ n = ⟨a⟩ ∨ n}
⊆ {x ∈ X : ∃a ∈ m, ⟨x⟩ ∨ n ⊆ m ∨ n} ⊆ m ∨ n.

Therefore, P−1n Pn(m) = m ∨ n.
(c) If m ∈ KPn , then n = ker(Pn) ⊆ m and according to (b), we have

P−1n Pn(m) = m ∨ n = m and so P−1n Pn(m) = m.

Note that according to the proof of part (a), in the above example, if
◦X = ∅ and n ̸= ∅, then θn cannot be a cap-structural congruence.

Remark 3.12. Suppose that f : X → Y and g : X → Z be two onto
functions. We say f and g are equivalent (denoted by f ≃ g) if θf = θg.
Clearly, ≃ is an equivalence relation. Also, if θ is an equivalence relation on
X then by [θ] we mean the class of all functions f from X onto an arbitrary
Y such that θf = θ. It is easy to see that if we define Pθ : X → X/θ with
Pθ(x) = [x]θ, then Pθ ∈ [θ].
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Proposition 3.13. Suppose that θ is an equivalence relation on X. Then
the following statements are equivalent:

(a) θ ∈ con(X) (θ ∈ scon(X)).
(b) Pθ is a homomorphism (strong homomorphism).
(c) There exists f ∈ [θ] such that f is a homomorphism (strong homo-

morphism).

Proof. (a) ⇒ (b) is clear, by definition. (b) ⇒ (c) is evident and (c) ⇒ (a)
is obvious, by Remark 3.5.

Proposition 3.14. Let f : X → Y and g : Y → Z be two onto functions.
Then the following statements hold:

(a) If we define the function P : X → Y/θg with P (x) = [f(x)]θg , then
P = Pgf .

(b) If f is a homomorphism (strong homomorphism), then Pg is a ho-
momorphism (strong homomorphism) if and only if P is too.

(c) If f and g are homomorphisms, then X/θP ≃ Y/θg.

Proof. (a) It is evident.
(b ⇒) Suppose that f and Pg are homomorphisms (respectively, strong

homomorphisms). Since f is also an onto homomorphism, by (a), P is
homomorphism (respectively, strong homomorphism).

(b ⇐) Let P is a homomorphism. It suffices to show that Pg is an M-
continuous. To see this, by (a), we have P−1P (m) = f−1P−1g Pgf(m) for
every m ∈ MX . Now, suppose that Pg(n) ∈ MY/θg where n ∈ MY . Thus,
we can write

f−1P−1g (Pg(n)) = f−1P−1g (Pg(ff
−1(n))) = P−1P (f−1(n)) ∈ MX

⇒ P−1g (Pg(n)) = ff−1P−1g (Pg(n)) ∈ MY .

Now, assume that f and P are strong homomorphism and P−1g (◦) ⊆ f(m) ∈
MY . To complete the proof, it suffices to show that P−1g Pg(f(m)) = f(m).
It is clear that ker(Pgf) = f−1P−1g (◦) ⊆ f−1f(m). Thus, we can write

f−1P−1g Pgf(f
−1f(m)) = P−1P (f−1f(m)) = f−1f(m)

⇒ P−1g Pg(f(m)) = P−1g Pgf(f
−1f(m)) = ff−1f(m) = f(m).

(c) By part (b), P = Pgf : X → Y/θg is an onto homomorphism. Hence,
by Theorem 3.7, X/θP ≃ Y/θg.
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Lemma 3.15. Let θ1 and θ2 be two equivalence relations on X, and also
P1 and P2 be the quotient maps induced by θ1 and θ2, respectively. Then
the following statements are equivalent:

(a) θ1 ⊆ θ2.

(b) P−11 P1(x) ⊆ P−12 P2(x) for every x ∈ X.

(c) For every x ∈ X, we have P−12 P2(x) =
⋃

a∈P−1
2 P2(x)

P−11 P1(a).

Proof. The proof is straightforward.

Now, we are ready to state the following theorem, which can be con-
sidered as the counterpart of the last isomorphism theorem of algebraic
structures.

Theorem 3.16. Let θ1 and θ2 be two equivalence relation on X, θ1 ⊆ θ2,
and P1 and P2 the quotient maps induced by θ1 and θ2, respectively. For
any P1(a), P1(b) ∈ X/θ1, define

P1(a) θ2/θ1 P1(b) : ⇔ P−11 {P1(a)} × P−11 {P1(b)} ⊆ θ2.

Then the following statements hold:

(a) If θ1, θ2 ∈ con(X), then θ2/θ1 ∈ con(X/θ1).

(b) If θ1, θ2 ∈ scon(X), then θ2/θ1 ∈ scon(X/θ1).

(c) X/θ1
θ2/θ1

≃ X/θ2.

Proof. (a) For simplicity, we denote Pθ2/θ1 by P . First, we show that P2 ≃
PP1; that is, for every x ∈ X, we have P−12 P2(x) = g−1g(x), where g = PP1.
To see this, suppose that a ∈ g−1g(x). Thus, PP1(a) = g(a) = g(x) =
PP1(x) and hence P−11 P1(a) × P−11 P1(x) ⊆ θ2. Therefore, (a, x) ∈ θ2 and
so a ∈ P−12 P2(x). Thus, g−1g(x) ⊆ P−12 P2(x). Conversely, assume that
a ∈ P−12 P2(x). Hence, by Lemma 3.15, there exists b ∈ P−12 P2(x) such that
a ∈ P−11 P1(b) and so P1(a) = P1(b). Therefore, since P

−1
2 P2(b) = P−12 P2(x),

we can write

P1(a) = P1(b) ⇒ P−11 P1(a)× P−11 P1(b) ⊆ θ1 ⊆ θ2

⇒ P−11 P1(a)× P−11 P1(x) ⊆ θ2

⇒ (P1(a), P1(x)) ∈ θ2/θ1

⇒ g(a) = PP1(a) = PP1(x) = g(x)
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⇒ a ∈ g−1g(x).

Thus, P−12 P2(x) ⊆ g−1g(x). Therefore, P−12 P2(x) = g−1g(x) for every
x ∈ X and so P2 ≃ PP1. Now, since P1 and P2 is homomorphism (strong
homomorphism), P is so; that is, θ2/θ1 ∈ con(X) (θ2/θ1 ∈ scon(X)).
Now, suppose that θ1, θ1 ∈ con(X); that is, P1 and P2 are homomor-
phism. It suffices to show that P is M-continuous. Suppose that k ∈
M X/θ1

θ2/θ1

. Clearly, m ∈ MX exists such that k = PP1(m). Therefore,

P−11 P−1(k) = P−11 P−1(PP1(m)) = P−12 P2(P1(m)) ∈ MX , which implies
that P−1(k) ∈ MX/θ1 .

(b) Assume that ker(P ) ⊆ n. Clearly, there exists m ⊇ ker(P1) such
that P1(m) = n. So, we can write

P−1(◦) ⊆ P1(m) ⇒ P−12 (◦) = P−11 P−1(◦) ⊆ P−11 P1(m) = m

⇒ P−11 P−1PP1(m) = P−12 P2(m) = m

⇒ P−1P (P1(m)) = P1(m).

Therefore, P is strong homomorphism; that is, θ2/θ1 ∈ scon(X/θ1).
(c) By Theorem 3.7 and the fact that P2 ≃ PP1, the proof is straight-

forward.
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