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Abstract. The purpose of this paper is to establish that the underly-

ing object functor from the category of models of a Lawvere theory to the

base category creates limits which exist in the base category and creates

coequalisers of all parallel pairs of homomorphisms whose underlying pairs

admit a split coequaliser in the base category. Furthermore, we show that for

a small-complete category with a well-behaved proper factorisation structure,

the underlying object functor admits a left adjoint, and hence this underly-

ing object functor is monadic in the sense of Beck’s theorem. In particular,

this establishes the existence of free localic algebras for any Lawvere theory,

generalising the known results for the existence of free localic groups.
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1 Introduction

Algebraic theories were first introduced in [22], Lawvere’s PhD Thesis and

later as a TAC preprint where the one-sorted case was introduced; these

correspond to the equational theories of Birkhoff [6]. Multi-sorted algebras

were first considered by Higgins in [19], and then popularised by Birkhoff and

Lipson in [7]. In a review of Higgin’s paper [19] (see MR0163940), Heller

suggested a connection with Lawvere’s approach which was first done by

Bénabou in [5]. The definition of algebraic theory adopted in the sequel

is provided without any reference to sorting; this sort-free approach cor-

responds to the general theory of sketches (see Ehresmann [15]; and Bas-

tiani and Ehresmann [4]). A recent account of algebraic theory appears in

Adámek and Rosický [2].

The quest in this paper is to establish when models of a Lawvere theory

in a category with finite products are monadic over the base category. This

result will then be applied to the specific case Loc of locales, which are

considered to be generalised topological spaces. For a category A with finite

products and given a Lawvere theory T, the underlying object functor from

the category of A-models of T (also known as T-algebras) is obtained to be

nearly PTT (see Section 4). Hence, it remains to be understood when these

models admit a free algebra functor, making the underlying object functor

monadic as per Beck’s theorem (see Mac Lane [23, Theorem VI.7]). It turns

out that any small-complete category with a well-behaved proper (E,M)

factorisation system and a small set of E-quotients (up to equivalence) does

admit a free algebra functor (see Theorem 5.4). Thus, every locale admits

a free algebra for any Lawvere theory and the category of localic algebras

is monadic over the category of locales - this generalises the existence of

free localic groups by Isebll et. al. in [20]. The main intent of whether the

category of localic algebras is homological or semi-abelian is investigated in

subsequent papers by the authors.

The paper is organised as follows: §2 collects all the necessary known
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results, provides the essential background material and terminologies and

establishes the notations that we will use in the paper.

In §3 we provide the requisite notion of a Lawvere theory. We also con-

sider factorisation systems and the notion of a categorical context. We show

that a context (A,E,M) in which the E-morphisms are closed under finite

products together with a Lawvere theory produces a proper factorisation

system on the category of T-algebras (Theorem 3.10).

In §4 we establish that the underlying object functor from the category of

models of a Lawvere theory in a category with finite products is nearly PTT.

In §5 we establish sufficient conditions for the existence of a left adjoint to

the underlying object functor (see Theorem 5.4). §6 considers an application

to locales and concludes the paper with an open question to be investigated

in forthcoming papers by the authors.

2 Preliminaries

The preliminaries for this paper are kept to a minimum, to the basic notions

of category theory, as can either be obtained from [23] or [8]. Note that in

this paper we follow the von Neumann-Bernays-Gödel (NBG) form of set

theory (see [24] for details); a set X is said to be a small set if there exists

a set Y such that X ∈ Y and 2Y denotes the set of all small subsets of the

set Y .

We recall that an adjunction B
oo F

U
//⊥ A with unit 1A

η−→ U◦F and co-

unit F ◦U
ϵ−→ 1B induces the monad T = (U◦F , η, UϵF ) on A, the Eilenberg-

Moore category AT of T -algebras and hence the comparison functor B ATK

as shown in the following diagram of categories and functors

A B A

AT
FT

F U

K
UT
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where F T is the induced free T -algebra functor, UT is the forgetful functor

inducing the adjunction F T ⊣ UT .

The functor U is said to be monadic if K is an isomorphism of categories

(see [23, Chapter VI], for details).

Theorem 2.1. (Theorem VI.7.1 [23]) In the setup described above, the

following statements are equivalent:

1. The functor B ATK is an isomorphism of categories;

2. The functor B AU creates coequalisers for those parallel B-pairs whose

U -image has an absolute coequaliser in A.

3. The functor B AU creates coequalisers for those parallel B-pairs whose

U -image has a split coequaliser in A.

Remark 2.2. Given a functor B AU , let SU be the set of all parallel pairs

in B whose U -image have split coequalisers in A. The functor U is said to be

PTT if U has a left adjoint, B admits coequalisers of all parallel pairs in SU
and U preserves and reflects coequalisers for all parallel pairs in SU . If U is

PTT, then the comparison functor B ATK is an equivalence of categories

(see [23, Exercises 5,6 of §VI.7] and ensuing discussions).

A major thrust in category theory is towards finding conditions ensuring

the existence of left adjoints. One of the main tools in this direction is:

Theorem 2.3. (Freyd’s Adjoint Functor Theorem [23, Theorem V.6.2])

Given a functor B AU with B locally small and small-complete, U

has a left adjoint if and only if it preserves all (small) limits and satisfies

the following Solution Set Condition.

Solution Set Condition: for each object A-object A, there is a small set

FA of A-morphisms with domain A and codomain of the form U(B) for

some B-object B such that for every A-morphism A U(X)
f

there exists

a morphism A U(B)
g

in FA and a B-morphism B Xh such that the
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diagram

A U(B)

U(X)

g

f
U(h)

commutes.

Remark 2.4. A small set A of objects of a category is said to be weakly

initial if for each object X of the category, there exists a morphism A X
f

,

with A ∈ A . Theorem 2.3 then states that a functor U defined on a

locally small and small-complete category has a left adjoint if and only if U

preserves all (small) limits and for each object A of the codomain, the slice

category (A ↓ U)1 has a weakly initial object.

In practice, to ensure the existence of a left adjoint to B AU , it is nec-

essary to ensure that U preserves limits which exists in B, and to somehow

ensure the existence of a weakly initial set in each slice category (A ↓ U)

(with A an A-object). In most algebraic situations, this is ensured by the

existence of generated subalgebras. For instance, for the forgetful functor

Grp Set
U , while preservation of limits is evident, the functionsX U(G)

f

are completely determined by subgroups of G generated by subsets of U(G)

of cardinality not exceeding the cardinality of X. This leads to the notion

of spanning :

Definition 2.5. Given any functor B AU , an A-morphism A U(B)
f

is

said to span B if f = (Um) ◦ f ′ for some monomorphism M Bm in B,

then m is an isomorphism.

For instance, given the forgetful functor Grp Set
U , A U(B)

f
spans

B if and only if {f(a) : a ∈ A} generates B. A similar situation occurs for

1. The objects are morphisms of the form A
f−→ U(B) and morphisms are f

u−→ f ′,
where f ′ = U(u) ◦ f , with appropriately defined composition and identities.
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several cases of algebraic structures over Set and other constructs as well.

Thus, the notion of spanning exactly replaces the notion of generating and

shall be used in this paper to prove the existence of left adjoints.

3 Algebraic Theories

The original concept of an algebraic theory was introduced by Lawvere

in [22] emanating from his doctoral thesis wherein he presented a categorical

approach to universal algebra. Adámek, Rosický and Vitale in [3] presented

a more general definition of an algebraic theory and its algebras. In their

sense [ [3], Definition 1.1], an algebraic theory is a small category T with

finite products. An algebra for the theory T is a functor T Set
F preserving

finite products. AlgT denotes the category of algebras of T. Morphisms,

called homomorphisms, are the natural transformations. A category is alge-

braic if it is equivalent to AlgT for some algebraic theory T. In this paper,

we will adopt the following definition from Borceux and Bourn ( [9, Defini-

tion A.1.9]), which defines a special type of an algebraic theory known as a

Lawvere Theory.

Definition 3.1. A Lawvere theory is a category T with a denumerable set

of objects written T 0, T 1, . . . , Tn, . . . (n ∈ N) such that Tn is the n-th power

of T .

An A-model of an algebraic theory T or a T-algebra is a finite-product-

preserving functor T AA . Given two T-algebras A and B, a natural trans-

formation T A

A

B

α is called a T-algebra homomorphism and [T,A] is

the full subcategory of AT consisting of T-algebras and T-algebra homomor-

phisms.
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If T is a Lawvere theory then the underlying object functor :

U : [T,A] // A

A

α

��

� // A(T )

αT

��
B � // B(T )

� //


returns the underlying object A(T ) for each T-algebra A and the under-

lying morphism αT for any T-algebra homomorphism α.

Remark 3.2. Given a Lawvere theory with the specified object T , the

product projections are Tn T
pni , 1 ≤ i ≤ n ∈ N; T 0 is the terminal

object 1, and for each object K of T, the unique morphism from K to 1 is

K 1
tK .

The following principle shall be utilised quite often in the paper.

Proposition 3.3. Given a Lawvere theory T and T-algebras T A
A

B
, an A-

morphism A(T ) B(T )
f

is the underlying morphism of a unique T-algebra

homomorphism A B
ϕ

if and only if for each n ≥ 0 and each n-ary oper-

ation Tn Tω , the diagram:

A(T )n
fn
//

Aω
��

B(T )n

Bω
��

A(T )
f
// B(T )

commutes, where fn is the n-fold product of the morphism f .
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Proof. Since T-algebras are finite-product preserving, for each n ≥ 1, A(Tn)

is the n-fold product of A(T ), with A(Tn) A(T )
Apni (1 ≤ i ≤ n) as product

projections. Hence for any T-algebra homomorphism A B
ϕ

, the diagram

A(Tn)
ϕTn //

Apni
��

B(Tn)

Bpni
��

A(T )
ϕT

// B(T )

commutes, implying ϕTn = (ϕT )
n. Consequently the underlying functor

[T,A] AU is faithful.

The only if part of the statement is trivial; for the if part, faithfulness guar-

antees the uniqueness, so that it only remains to show the existence of a T-

algebra homomorphism A B
ϕ

with ϕT = f . If Tn Tm(ω1,ω2,...,ωm)

is a morphism of T then

fm ◦ (Aω1, Aω2, . . . , Aωm) = (f ◦Aω1, f ◦Aω2, . . . , f ◦Aωm)

= (Bω1 ◦ fn, Bω2 ◦ fn, . . . , Bωm ◦ fn)

(hypothesis of if part)

= (Bω1, Bω2, . . . , Bωm) ◦ fn

proving A B
ϕ

where ϕT = f .

In particular, for any Lawvere theory T, a T-algebra homomorphism

is a monomorphism (respectively, epimorphism) in [T,A] if the underlying

morphism is a monomorphism (respectively, epimorphism) in T.

3.1 Factorisation systems An important structure on a category A is

a factorisation structure, initiated by Isbell in [21] as bicategorical structures
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and developed by Freyd and Kelly in [16]. For an excellent account of the

latter see Carboni et. al. [13].

In line with the development in [13], given the outer commutative square

• •

• •

e

u w v

m

the morphism e is said to be orthogonal to the morphismm, written e ↓ m, if

there exists a unique morphism w such that u = w◦e, v = m◦w. In [13], the

morphism w is often referred as the diagonal fill-in that makes the diagram

commutative.

As usual the relation ↓ on morphisms induces a Galois connection

2A1

↑ //
oo
↓
⊥

(
2A1
)op

,

where for H ⊆ 2A1 ,

H↑ = {e ∈ A1 : m ∈ H ⇒ e ↓ m} ,

and

H↓ = {m ∈ A1 : e ∈ H ⇒ e ↓ m} .

A prefactorisation system is a pair (E,M) of subsets of morphisms such

that E↓ = M and M↑ = E.

The next result is found in Carboni et. al. ( [13, Proposition 2.2]).

Proposition 3.4. Given any prefactorisation system (E,M) on a category

A the following statements are true:

a) M contains isomorphisms and is closed under compositions.

b) M is stable under pullbacks.
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c) g ◦ f ∈ M⇒ f ∈ M, if g ∈ M or g is a monomorphism.

d) If B
F //

G
//
Aα�� is a natural transformation with components αB ∈ M (B ∈

B0), and lim←−− F and lim←−−G exist, then lim←−− F lim←−−G
lim←− α

is in M.

Definition 3.5. A prefactorisation system (E,M) on a category A is a fac-

torisation system if for each morphism A B
f

there exists a factorisation:

A If B

f

fE fM

with fE ∈ E and fM ∈ M.

Furthermore, (E,M) is a proper factorisation structure if E is a set of

epimorphisms and M is a set of monomorphisms.

Remark 3.6. In context of Definition 3.5: evidently from orthogonality,

the factorisation f = fM◦fE is unique, up to a unique isomorphism.

Remark 3.7. An E-morphism e (respectively, an M-morphism m) shall

henceforth be denoted as • •e (respectively, • •m ).

Remark 3.8. In case when (E,M) is a proper factorisation system, an ad-

missible subobject of an objectX ∈ A0 is anM-morphism M Xm with

codomain X; two equivalent admissible subobjects are identified making the

set SubM(X) of admissible subobjects ofX a partially ordered set with 1X as

its largest element. In presence of pullbacks, SubM(X) is a meet semi-lattice,

the smallest element being written as ∅X X
σX . Moreover, given a

morphism X
f−→ Y , admissible subobjects m ∈ SubM(X), n ∈ SubM(Y ), the

(E,M)-factorisation of f ◦m and the pullback of n along f , as shown in the
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left and right hand diagrams below:

domm If◦m f−1domn domn

X Y X Y

m

(f |m)

∃fm f−1n

fn

n

f f

induce a Galois connection SubM(X)

∃f //
oo
f−1

⊥ SubM(Y ) , where the subobject

∃fm is the image of m under f , f−1n is the preimage of n under f , the

morphism fn is the corestriction of f along n while (f |m) is the restriction

of f along m.

3.2 Categorical contexts The notion of a categorical context (or con-

text for short) was investigated by Ghosh in [18] as a consequence of his

study in [17]. In the latter it is shown that the notion of a neighbourhood

system on an object in a category can be provided with minimal assump-

tions on the category.

Definition 3.9. A context is a triple (A,E,M), where A is a small-complete

category with finite coproducts, (E,M) is a proper factorisation system such

that for each object X the set SubM(X) of admissible subobjects of X is a

complete lattice.

Every small-complete and small-co-complete category possesses a canon-

ical proper factorisation system (see Adámek, Herrlich and Strecker [1,

Proposition 14.11]). Thus, examples of contexts abound (see [17] for other

examples).

Theorem 3.10. Assume (A,E,M) is a context in which E is closed under

non-empty finite products (i.e., e, e′ ∈ E ⇒ e × e′ ∈ E), T is a Lawvere
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theory and

ET =
{
ξ ∈ [T,A]1 : ξT ∈ E

}
,

and

MT =
{
ν ∈ [T,A]1 : νT ∈ M

}
.

Then (ET,MT) is a proper factorisation structure on [T,A].

Proof. Firstly, consider the diagram:

A
ξ //

α

��

B

β

��
C ν

// D

(⋆)

of T-algebras and homomorphisms.

For ξ ∈ ET and ν ∈ MT , since ξT ↓ νT there exists a unique morphism

B(T )
g−→ C(T ) making the top rectangle in the diagram below commutative:

A(T )
ξT // //

αT

��

B(T )

βT

��
! g

vv

bb

Bω
C(T ) // νT

//
bb

Cω

D(T )
OO

Dω

D(Tn)
OO

νnT

oo
βn
T

B(Tn)

gnuu
C(Tn)
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If Tn ω−→ T is a morphism of T, then:

νT ◦g◦Bω = βT ◦Bω

= Dω◦βn
T (naturality of β)

= Dω◦νnT ◦g
n

= νT ◦Cω◦gn (naturality of ν),

implying g◦Bω = Cω◦gn since νT is a monomorphism, in particular. Hence

there exists a unique T-algebra homomorphism B
γ−→ C with γT = g (Propo-

sition 3.3) such that β = ν◦γ, α = γ◦ξ. Thus: ξ ∈ ET, ν ∈ MT ⇒ ξ ↓ ν.
Given any T-algebra homomorphism A

α−→ C, there exists an (E,M)-

factorisation of αT as αT = αM
T
◦αE

T . Choose and fix Tn ω−→ T of T. If n ≥ 1,

then since E is closed under binary products (αE
T )

n ∈ E (using the Principle

of Mathematical Induction) and since M is closed under limits (Proposition

3.4) (αM
T )n ∈ M. Consider the left-hand diagram below:

A(Tn) C(Tn) 1 1

InαT
1

IαT IαT

A(T ) C(T ) A(T ) C(T )

αn
T

(αE
T )n

Aω Cω Aω Cω!ω̂

(αM
T )n

!ω̂

αM
T αM

TαE
T

αT

αE
T

αT

where the outer square commutes due to naturality of α; since

Cω◦(αM
T )n◦(αE

T )
n = Cω◦αn

T = αT ◦Aω = αM
T
◦αE

T
◦Aω,

there exists a unique morphism ω̂ making the whole diagram commute.
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If n = 0, then from the right-hand diagram ω̂ = αE
T
◦Aω is the unique

morphism making the diagram commute.

More generally, if Tn (ω1,ω2,...,ωm)−−−−−−−−→ Tm is a T-morphism, then there are

morphisms InαT

ω̂i−→ IαT such that αM
T
◦ω̂i = Cωi◦(α

M
T )n implying

(Cω1, Cω2, . . . , Cωm)◦(αM
T )n = (Cω1◦(α

M
T )n, Cω2◦(α

M
T )n, . . . , Cωm◦(α

M
T )n)

= (αM
T
◦ω̂1, α

M
T
◦ω̂2, . . . , α

M
T
◦ω̂m)

= (αM
T )m◦(ω̂1, ω̂2, . . . , ω̂m)

This proves that T
Iα−→ A defined by

(
Tn (ω1,ω2,...,ωm)−−−−−−−−→ Tm

) Iα7−→
(
InαT

(ω̂1,ω̂2,...,ω̂m)−−−−−−−−→ ImαT

)
is a [T,A]-algebra and we obtain the diagram A Iα C

α

αET
αMT

in [T,A]

where αET
T = αE

T , α
MT
T = αM

T . Thus, every T-algebra homomorphism factors

as an ET-morphism followed by an MT-morphism.

Finally, if A
ξ−→ B is a T-algebra homomorphism with ξ ∈

(
MT
)↑
, then

there exists a factorisation A Iξ B

ξ

ξE
T

ξM
T

in [T,A] with ξE
T ∈ ET, ξM

T ∈

MT. Hence there exists a diagram like (⋆) wherein β = 1B, ν = ξM
T
and

α = ξE
T
; since from choice ξ ↓ ξMT

, there exists a unique T-algebra homo-

morphism B
γ−→ Iξ such that ξM

T
◦γ = 1B. In particular, ξM

T

T is an isomor-

phism (since ξM
T

T is monic); hence ξM
T
is an isomorphism, proving ξ ∈ ET.

This shows
(
MT
)↑ ⊆ ET; similarly (ET)↓ ⊆ MT. Hence

(
ET,MT

)
is a proper

factorisation structure on [T,A].



Towards free localic algebras 15

4 Nearly PTT forgetful functor

Recall the notion of PTT for a functor B AU (see Remark 2.2). This

section shows that the underlying object functor [T,A] AU creates limits

and is nearly PTT.

Theorem 4.1. If A is a category with finite products and T is a Lawvere

theory, then the underlying functor [T,A] AU creates limits which exist in

A.

Proof. Assume D [T,A]P is a functor with δA
α−→ U◦P the limiting cone.

If Tn ω−→ T is an n-ary operation in T, then for any morphism D
d−→ D′ of D

we obtain the diagram:

An αn
D // P (D)(Tn)

(Pd)nT //

P (D)ω

��

P (D′)(Tn)

P (D′)ω
��

P (D)(T )
(Pd)T

// P (D′)(T )

where the square commutes from naturality of P (D)
Pd−−→ P (D′), and since

α is natural, the morphisms α
(ω)
D = (P (D)ω) ◦αn

D yield a natural transfor-

mation δAn
α(ω)

−−−→ U◦P . Since α is a limiting cone, there exists a unique

morphism An ω̂−→ A such that α
(ω)
D = αD◦ω̂, i.e., for each D ∈ D0 the dia-

gram:

An αn
D //

! ω̂

��

P (D)(Tn)

P (D)ω
��

A αD

// P (D)(T )

commutes. In particular, since P (D) is a T-algebra, p̂ni = pA,n
i for each

i = 1, 2, . . . , n, where An pA,n
i−−−→ A are the product projections for each i =

1, 2, . . . , n .
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Consequently, for any morphism Tn (ω1,ω2,...,ωm)−−−−−−−−→ Tm of T the computa-

tion:

αm
D
◦(ω̂1, ω̂2, . . . , ω̂m) = (αD◦ω̂1, αD◦ω̂2, . . . , αD◦ω̂m)

= (P (D)ω1◦α
n
D, P (D)ω2◦α

n
D, . . . , P (D)ωm◦α

n
D)

= (P (D)ω1, P (D)ω2, . . . , P (D)ωm)◦αn
D

yields the unique T-algebra T
Â−→ A defined by:(

Tn (ω1,ω2,...,ωm)−−−−−−−−→ Tm

)
Â7−→
(
An (ω̂1,ω̂2,...,ω̂m)−−−−−−−−→ Am

)
,

and a T-algebra homomorphism Â
α̂D−−→ P (D) defined by (α̂D)T = αD for

eachD ∈ D0. Hence there exists a natural transformation δÂ
α̂−→ P such that

Uα̂ = α. If δB
β−→ P is another cone over P with vertex the T-algebraB, then

since α is a limiting cone, there exists a unique morphism B(T )
f−→ Â(T )

such that UβD = αD◦f for each D ∈ D0.

Since for any n-ary operation Tn ω−→ T :

αD◦ω̂◦f
n = (P (D)ω) ◦αn

D
◦fn

= (P (D)ω) ◦ (αD◦f)
n

= (P (D)ω) ◦ (βD)
n
T

= (βD)T ◦Bω (naturality of β)

= αD◦f◦(Bω),

for each D ∈ D0. Hence, since α is a limiting cone, f◦(Bω) = ω̂◦fn. Hence

from Proposition 3.3 there exists a unique T-algebra homomorphism B
ϕ−→ Â

such that ϕT = f . Furthermore, ϕ is unique such that β = α̂◦ϕ, proving

Â = lim←−− P . Hence U creates whichever limits exist in A, and this lift is

unique.
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Theorem 4.2. If A is a category with finite products and T is a Lawvere

theory, then the underlying functor [T,A] AU creates coequalisers for those

parallel pairs in [T,A] whose U -image has a split coequaliser in A.

Proof. Assume A B
α

β
is a pair of T-algebra homomorphisms such

that there exists a split coequaliser in A as shown in the bottom row of the

diagram:

A(Tn)

αn
T //

βn
T

//

(Aω1,Aω2,...,Aωm)

��

zz

tn

B(Tn)
hn

// //
zz

sn

(Bω1,Bω2,...,Bωm)

��

Cn

! ω̃

��
A(Tm)

αm
T //

βm
T

//
oo tm

Apmj

��

B(Tm)
hm

// //
oo sm

Bpmj

��

Cm

pC,m
j

��
A(T )

αT //

βT

//dd

t

B(T )
h // //

dd

s

ξT

,,

C

! f

��
D(T )

i.e., h◦αT = h◦βT , h◦s = 1C , αT ◦t = 1B(T ), βT ◦t = s◦h. Choose and fix a

morphism Tn (ω1,ω2,...,ωm)−−−−−−−−→ Tm of T. Since split coequalisers are absolute,

the middle and the top rows are split coequalisers.

Since

hm◦(Bω1, Bω2, . . . , Bωm)◦αn
T = hm◦(Bω1, Bω2, . . . , Bωm)◦βn

T
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the top row coequaliser forces the existence of a unique morphism ω̃ making

the whole diagram to commute since:

pC,m
j
◦ω̃◦hn = pC,m

j
◦hm◦(Bω1, Bω2, . . . , Bωm)

= h◦Bpmj ◦(Bω1, Bω2, . . . , Bωm)

= h◦Bωj

= ω̃j◦h
n,

where taking m = 1, Cn ω̃j−→ C is the unique function such that h◦Bωj =

ω̃j◦h
n for each 1 ≤ j ≤ m. Hence ω̃ = (ω̃1, ω̃2, . . . , ω̃m); furthermore, this

shows T
C̃−→ A is a T-algebra defined by:(

Tn (ω1,ω2,...,ωm)−−−−−−−−→ Tm

)
C̃7→
(
Cn (ω̃1,ω̃2,...,ω̃m)−−−−−−−−→ Cm

)
,

.

Proposition 3.3 ensures the existence of a unique T-algebra homomor-

phism B
η−→ C such that ηT = h. Evidently, η◦α = η◦β; if B

ξ−→ D is a

T-algebra homomorphism such that ξ◦α = ξ◦β then from the coequaliser h

there exists a unique morphism C
f−→ D such that ξT = f◦h. If Tm ω−→ T is

an m-ary operation from T then since:

f◦C̃ω◦hm = f◦ω̃◦hm

= f◦h◦Bω (naturality of η)

= ξT ◦Bω

= Dω◦ξmT (naturality of ξ)

= Dω◦fm◦hm

and hm is a coequaliser, f◦C̃ω = Dω◦fm. Hence from Proposition 3.3,

there exists a unique T-algebra homomorphism C̃
ϕ−→ D such that ϕT = f
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and ξ = ϕ◦η. This proves A
α //

β
// B

η // // C̃ is the unique coequaliser in

[T,A] such that Uη = h, completing the proof.

5 Existence of a left adjoint of the underlying functor

In this section let (A,E,M) be a context and T a Lawvere theory. For any

T-algebra T AA let SubMTA be the set of all ν ∈ MT with codomain A,

and let T

N //

N ′
//

A //
ν��

ν′
OO A be any such two, then ν and ν ′ shall be considered equal

in SubMTA if and only if there exists a natural isomorphism N N ′π with

ν = ν ′ ◦ π. In other words, since [T,A] AU is faithful, this means νT and

ν ′T denote equivalent admissible subobjects of A(T ) and hence SubMTA is

the set of equivalence classes of MT-morphisms with codomain A under the

equivalence relation described above. Hence the set SubMTA denotes the

set of all M-subalgebras of A. Indeed, the complete lattices of admissible

subobjects are not asserted to be small sets in the definition of a context

(see Definition 3.9), even though for most of the contexts this turns out to

be the case.

In the special case when A = Set, since it is a context with a

(Surjection, Injection) factorisation structure, the Injection-subalgebras

are precisely the subalgebras.

Lemma 5.1. For each T-algebra A, the set SubMT(A) of M-subalgebras of

A is a complete lattice.

Proof. Surely, for ν,′ ν ′ ∈ SubMTA, if ν ≤ ν ′ as monomorphisms in [T,A]

then νT ≤ ν ′T . Conversely, if N
ν // A oo

ν′
N ′ with ν, ν ′ ∈ SubMTA such

that νT ≤ ν ′T then there exists a morphism p making the lower triangle in

the diagram below commute.
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N(Tn) N ′(Tn)

A(Tn)

N(T ) N ′(T )

A(T )

pn

νnT

Nω N ′ω

(ν′T )n

Aω
p

νT ν′T

If Tn ω−→ T is an n-ary operation, then using naturality of ν and ν ′, and the

fact that ν ′T ∈ M, then the back vertical rectangle in the diagram commutes.

Hence there exists a unique T-algebra homomorphism N
π−→ N ′ with πT = p

such that ν = ν ′◦π. Hence the underlying functor reflects the partial order

structure on subobjects of A(T ) to SubMTA.

Let
(
Ni

νi−→ A
)
i∈I

be a family of M-subalgebras of A with intersection in

SubM(A(T )) given by M Ni(T ) A(T )mi

m

(νi)T
. Theorem 4.1 ensures

the existence of a unique intersection M̂ Ni Aµi

µ

νi
in [T,A] such

that U(M̃) = M,µT = m and (µi)T = mi (i ∈ I). Thus the set of M-

subalgebras of A is closed under meets (and hence has a largest subalgebra

1A). Since SubM(A(T )) is a complete lattice, SubMTA has all meets and

hence is a complete lattice.

5.1 Spanning morphisms The definition of spanning morphisms (Def-

inition 2.5) is modified to this set up:

Definition 5.2. Given the underlying object functor [T,A] AU , an A-

object A, a T-algebra B and an A-morphism A U(B)
f

, f spans B if
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f = νT ◦ f ′ for any ν ∈ SubMTB, then ν = 1B.

The following is an adaptation of Mac Lane [23, Lemma V.7, Page 127]

to the case in this paper.

Lemma 5.3. For every object A ∈ A0, every object A
f−→ U(B) of (A ↓ U)

factors through an object A
g−→ U(S) of (A ↓ U) where g spans S and S is

an M-subalgebra of B.

Proof. Let S be the set of all the M-subalgebras M
ν−→ B of B such that

f factors through ν, i.e., there exists a A
fν−→ U(M) such that f = Uν◦fν .

Surely 1B ∈ S ; since SubMTB is a complete lattice (Lemma 5.1), the meet

s =
∧

ν∈S ν exists and let it be given by S M B
sν

s

ν . Since Us =

∧
ν∈S Uν (Theorem 4.1), there exists a unique morphism A

g−→ U(S) such

that f = Us◦g, i.e., f factors through s. Evidently from the construction of

s, g spans S, completing the proof.

5.2 A Sufficient Condition for the Existence of a Left Adjoint

Since the underlying object functor [T,A] AU is known to create limits

(Theorem 4.1), the key to finding a left adjoint would be in finding natural

conditions on A which ensure that each (A ↓ U) (A being an A-object) has

a weakly initial set (see Remark 2.4). Taking a clue from the special case

A = Set, it is enough to ensure conditions which guarantee a weakly initial

set of spanning morphisms in each (A ↓ U).

Towards this goal, first consider the diagram:
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A

If Ig

U [If ] U [Ig]

U(B) U(C)

f gfE gE

fM

!k

if ig

gM
Uαf Uαg

Uβ

where f g
β

is a morphism of (A ↓ U), the (E,M)-factorisation of f, g

further yielding the smallest M-subalgebras [If ], [Ig] of B,C respectively.

Since g = gM ◦ gE = Uβ ◦ f = Uβ ◦ fM ◦ fE and fE ↓ gM, there exists the

unique morphism k (which is evidently an E-morphism) making the whole

diagram commute. Evidently, if ◦ fE spans [If ] and ig ◦ gE spans [Ig].

Let E(A) be the set of all morphisms A Ee such that there exists

an f ∈ (A ↓ U)0 which factors through e, i.e.,

A E

U(B)

e

f
. Further,

any two equivalent E-morphisms e as above are identified. Also, let S(A)

be the set of all objects A U(P )
p

of (A ↓ U) such that p spans P .

Choose and fix an e ∈ E(A); hence there exists a A U(B)
f

in (A ↓ U)

and an A-morphism k such that f = k ◦ e. Using Lemma 5.3, there exists a

A U(B)
g

such that g spans G (G being anMT-subalgebra of B) and hence

a monomorphism G Bh such that f = U(h) ◦ g. Hence U(h) is an
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admissible monomorphism, proving the existence of the unique morphism

w making the diagram

A E

U(G) U(B)

e

g
!w

k

U(h)

commute, which in turn implies the commutativity of the diagram

A E

U(G)

U(B)

e

g

f

w

k

U(h)

Hence each e ∈ E(A) factors through some g ∈ S(A), proving an assign-

ment (
A E ∈ E(A)

) (
A U(G) ∈ S(A)

)
.e e

On the other hand, given any A U(G)
g

with g spanning G, surely

since from above A Ig U([ig]) U(G)
gE ig U(αg)

and ig ◦ gE spans

[Ig], the assignment is surjective.

Hence, conditions which ensure smallness of the set E(A) would ensure,

by the Axiom of Replacement in NBG (see [24]), the smallness of the set

S(A).

This yields:

Theorem 5.4. If (A,E,M) is a context in which A is E-co-well powered and

T is a Lawvere theory, then the underlying functor [T,A] AU has a left
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adjoint.

Immediately from Theorem (5.4) and Theorem 2.1 we get:

Corollary 5.5. If (A,E,M) is an E-co-well powered context, then for any

Lawvere theory T, the functor [T,A] AU is monadic.

6 Application to locales

(Loc, Epi(Loc), RegMon(Loc)) is a regular-mono well-powered and co-well-

powered context. This is known from Ghosh [17] and from Picado and

Pultr [25]. Hence for any Lawvere theory T, the category [T, Loc] of localic

T-algebras has a localic free T-algebra functor Loc [T, Loc]F (Theorem

5.4). This generalises the existence result for free localic groups in Isbell et.

al. [20].

Open Problem:

Recall from [9] that a category A is said to be :

1. Protomodular if it is finitely complete and the base change functor for

fibrations of points reflects isomorphisms.

2. Homological if it is pointed, Barr-regular and protomodular.

3. Semi-abelian if it admits finite coproducts, is Barr-exact and homo-

logical.

The characterisation of varieties of Universal Algebra for protomodular-

ity and semi-abelianness has been provided by Janelidze and Bourn [ [12],

Theorem 1.1], from which the following two theorems emanate:

Theorem 6.1. A variety V of universal algebras is protomodular if and

only if it has nullary terms e1, e2, . . . , en, binary terms α1, α2, . . . , αn and

an (n+ 1)-ary term θ satisfying the identities :

αi(x, x) = ei for each i = 1, 2, . . . , n
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and

θ
(
x, t1(x, y), t2(x, y), . . . , tn(x, y)

)
= y

Theorem 6.2. A variety V of universal algebras is semi-abelian if and only

if it has one nullary term e, binary terms α1, α2, . . . , αn and an (n+1)-ary

term θ satisfying the identities

αi(x, x) = e

and

θ
(
x, α1(x, y), α2(x, y), . . . , αn(x, y)

)
= y

Subsequently, the protomodular, homological and semi-abelian varieties

of topological spaces have been described by Borceux and Clementino in

[10, 11], and a later account appears in the monograph [14] by Clementino.

The discussion of this paper now leads to the following question, which is

to be dealt in subsequent papers :

Given a semi-abelian Lawvere theory T, describe the subcategories A of

Loc such that [T,A] is homological or semi-abelian.
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