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Abstract. Bilattices, which provide an algebraic tool for simultaneously modelling knowledge and truth, were introduced by N. D. Belnap in a 1977 paper entitled How a computer should think. Prioritised default bilattices include not only Belnap’s four values, for ‘true’ (t), ‘false’ (f), ‘contradiction’ (⊤) and ‘no information’ (⊥), but also indexed families of default values for simultaneously modelling degrees of knowledge and truth. Prioritised default bilattices have applications in a number of areas including artificial intelligence.

In our companion paper, we introduced a new family of prioritised default bilattices, Jn, for n ≥ 0, with J0 being Belnap’s seminal example. We gave a duality for the variety Vn generated by Jn, with the dual category Xn consisting of multi-sorted topological structures.

Here we study the dual category in depth. We axiomatise the category Xn and show that it is isomorphic to a category Yn of single-sorted topological structures. The objects of Yn are ranked Priestley spaces endowed with a continuous retraction. We show how to construct the Priestley dual of the underlying bounded distributive lattice of an algebra in Vn via its dual in Yn; as an application we show that the size of the
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free algebra $F V_n(1)$ is given by a polynomial in $n$ of degree 6.

1 Introduction

In our companion paper [4], we introduced a new class $\{J_n \mid n \in \mathbb{N}_0\}$ of default bilattices for use in prioritised default logic. The first of these bilattices, $J_0$, is Belnap’s famous four-element bilattice known as $\text{FOUR}$ [1], while for $n \in \mathbb{N}$, the bilattice $J_n$ provides a new algebraic structure for dealing with inconsistent and incomplete information. The importance of our prioritised default bilattices in comparison with those previously studied is that in our family there is no distinction between the level at which the contradictions or agreements take place. Any contradictory response that includes some level of truth ($t_i$) and some level of falsity ($f_j$) is registered as a total contradiction ($\top$) and a total lack of consensus ($\bot$). This can lead to improvements in existing applications of default bilattices.

Default bilattices, and more generally prioritised default bilattices, have a rich history. We will mention just a few examples. A logic for default reasoning was introduced by Reiter [16]. The distinction between definite consequences and default consequences, as well as the notion of inference using bilattices, were discussed by Ginsberg [12, 13]. He also considered hierarchies of defaults, pointing out that there is no reason to assume that the ‘levels’ of default information are discrete. Prioritised default bilattices now have many applications in artificial intelligence. Sakama [17] studied default theories based on a 10-valued bilattice and applications to inductive logic programming. Shet, Harwood and Davis [18] proposed a prioritised multi-valued default logic for identity maintenance in visual surveillance. Encheva and Tumin [11] applied default logic based on a 10-element default bilattice in an intelligent tutoring system as a way of resolving problems with contradictory or incomplete input.

Bilattices are algebras $A = \langle A; \otimes, \oplus, \land, \lor, \neg \rangle$ with two lattice structures, a knowledge lattice $A_k = \langle A; \otimes, \oplus \rangle$, with associated knowledge order $\leq_k$, and a truth lattice $A_t = \langle A; \land, \lor \rangle$, with associated truth order $\leq_t$, along with an involutive negation $\neg$ which is an order automorphism of $A_k$ and a dual order automorphism of $A_t$. Our algebra $J_n$ is a prioritised default bilattice as it is equipped with two hierarchies of nullary operations, $t_i$ and $f_j$, that represent, respectively, true and false by default. We refer the reader to [4] for motivation and background on bilattices in general and prioritised default bilattices in particular.

In our approach we address mathematical rather than logical aspects of our
prioritised default bilattices. The lack of the much-used product representation in our context led us to develop a concrete representation via the theory of natural dualities. In [4], we presented a natural duality between the variety $\mathcal{V}_n$ generated by $J_n$ and a category $\mathcal{X}_n$ of multi-sorted topological structures; see Theorem 3.1 below. Our aim in the present paper is to flesh out the dual category $\mathcal{X}_n$. We begin by giving an axiomatisation of the multi-sorted category $\mathcal{X}_n$ (Theorem 4.2) and then describe an isomorphic category $\mathcal{Y}_n$ of single-sorted topological structures (Definition 5.4 and Theorem 5.6). The objects of $\mathcal{Y}_n$ are Priestley spaces endowed with a continuous retraction in which the order has a natural ranking. In Section 6 we describe the Priestley dual $H(A^b)$ of the underlying bounded distributive lattice $A^b$ of an algebra $A$ in $\mathcal{V}_n$ (Theorem 6.2). As an application of Theorem 6.2 we show that the size of the free algebra $F_{\mathcal{V}_n}(1)$ is given by a polynomial in $n$ of degree 6 (Theorem 6.3). Section 7 is devoted to the proof of Theorem 6.2.

2 The algebra $J_n$ and the variety it generates.

In this section we introduce the algebras $J_n$, for $n \in \mathbb{N}_0 := \{0, 1, 2, \ldots \}$, and recall from [4] some properties of the variety $\mathcal{V}_n = \text{HSP}(J_n)$ generated by $J_n$. Since such intervals occur very frequently in our work, we will use interval notation restricted to the integers; thus we define

$$[m, n] := \{ k \in \mathbb{Z} \mid m \leq k \leq n \},$$

for $m, n \in \mathbb{Z}$ with $m \leq n$.

**Definition 2.1.** For each $n \in \mathbb{N}_0$, let $J_n = \{ \top, f_0, \ldots, f_n, t_0, \ldots, t_n, \bot \}$. Define the knowledge order, $\leq_k$, and truth order, $\leq_t$, on $J_n$ as in Figure 1.

A unary involutive operation $\neg$ that preserves the $\leq_k$-order and reverses the $\leq_t$-order on $J_n$ is given by:

$$\neg \top = \top, \quad \neg \bot = \bot, \quad \neg f_m = t_m \text{ and } \neg t_m = f_m, \text{ for all } m \in [0, n].$$

We then add every element of $J_n$ as a constant (that is, a nullary operation) to obtain the prioritised default bilattice

$$J_n = \langle J_n; \otimes, \oplus, \wedge, \vee, \neg, \top, f_0, \ldots, f_n, t_0, \ldots, t_n, \bot \rangle,$$

where $\otimes$ and $\oplus$ are greatest lower bound and least upper bound in the knowledge order $\leq_k$, and $\wedge$ and $\vee$ are greatest lower bound and least upper bound in the truth order $\leq_t$. 
Belnap’s four-element bilattice, \textit{FOUR}, is isomorphic to \( J_0 \), and the bilattice \( J_n \) is obtained from Belnap’s bilattice by replacing each of the truth values \( f \) and \( t \) by chains of truth values of length \( n \).

For all \( n \in \mathbb{N}_0 \), let \( V_n = \text{HSP}(J_n) \) be the variety generated by \( J_n \). We now quote from [4] the description of the subdirectly irreducible algebras in \( V_n \).

\textbf{Definition 2.2.} Fix \( n \in \mathbb{N}_0 \). Let \( M_0 \) be the algebra in the signature of \( J_n \) whose reduct is isomorphic to \( J_0 \), as shown in Figure 2, and in which

- the constants \( f_0, f_1, \ldots, f_n \) take the value \( f^0 \), and

- the constants \( t_0, t_1, \ldots, t_n \) take the value \( t^0 \).

\textbf{Figure 2 The} \( J_0 \)-\textbf{reduct of} \( M_0 \).
Definition 2.3. Let $n \in \mathbb{N}$ and let $k \in [1, n]$. Define $M_k$ to be the algebra in the signature of $J_n$ that has bilattice reduct isomorphic to the bilattice reduct of $J_1$, as shown in Figure 3, and in which

- the constants $f_0, \ldots, f_{k-1}$ take the value $0^k$ while $f_k, \ldots, f_n$ take the value $f^k$, and

- the constants $t_0, \ldots, t_{k-1}$ take the value $1^k$ while $t_k, \ldots, t_n$ take the value $t^k$.

Clearly, $M_0$ is term equivalent to $J_0$, and $M_k$ is term equivalent to $J_1$, for all $k \in [1, n]$.

\[ \begin{array}{c}
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Figure 3 The $J_1$-reduct of $M_k$.

Proposition 2.4 ([4, Prop. 2.5]):

1. Up to isomorphism, the only subdirectly irreducible algebra in the variety $\mathcal{V}_0 = \text{HSP}(J_0)$ is $J_0$ itself.

2. Let $n \in \mathbb{N}$. Up to isomorphism, the variety $\mathcal{V}_n = \text{HSP}(J_n)$ contains $n + 1$ subdirectly irreducible algebras, namely the four-element algebra $M_0$ and the six-element algebras $M_k$, for $k \in [1, n]$.

3 A natural duality for the variety $\mathcal{V}_n$

Fix $n \in \mathbb{N}$. We now present the natural duality for the variety $\mathcal{V}_n$ developed in our companion paper [4]. We refer to [4] for a fuller discussion and to Clark and Davey [3] and Davey and Talukder [8] for all of the missing general details.

It follows from Proposition 2.4 that

\[ \mathcal{V}_n = \text{ISP} \{ M_0, \ldots, M_n \}; \]
so it is natural to use a multi-sorted alter ego based on \(\{M_0, \ldots, M_n\}\). We use a multi-sorted structure of the following kind:

\[
\mathcal{M}_n = \langle M_0 \cup \cdots \cup M_n; G(n), S(n), \mathcal{T} \rangle,
\]

where,

- for each \(g \in G(n)\), there exist \(j, k \in [0, n]\), such that \(g : M_j \to M_k\) is a homomorphism,

- each relation \(R \in S(n)\) is a compatible relation from \(M_j\) to \(M_k\), that is, a non-empty subuniverse of \(M_j \times M_k\), for some \(j, k \in [0, n]\), and

- \(\mathcal{T}\) is the disjoint union topology obtained from the discrete topology on the sorts.

The precise choices of the sets \(G(n)\) and \(S(n)\) will be given in Theorem 3.1 below.

Objects in the dual category are multi-sorted Boolean topological structures \(\mathcal{X}\) in the signature of \(\mathcal{M}_n\). Thus,

\[
\mathcal{X} = (X_0 \cup \cdots \cup X_n; G^X(n), S^X(n), \mathcal{T}^X),
\]

where each \(X_j\) carries a Boolean (that is, compact and totally disconnected) topology and \(\mathcal{T}^X\) is the corresponding disjoint-union topology. If \(g : M_j \to M_k\) is in \(G(n)\), then the corresponding \(g^X \in G^X(n)\) is a continuous map \(g^X : X_j \to X_k\). If \(R \in S(n)\) is a relation from \(M_j\) to \(M_k\), then the corresponding \(R^X \in S^X(n)\) is a topologically closed subset of \(X_j \times X_k\). (Typically, we will drop the superscripts from \(G^X(n), S^X(n)\) and \(\mathcal{T}^X\).) Given two such multi-sorted topological structures \(\mathcal{X}\) and \(\mathcal{Y}\), a morphism \(\varphi : \mathcal{X} \to \mathcal{Y}\) is a continuous map that preserves sorts (so \(\varphi(X_j) \subseteq Y_j\), for all \(j\)) and preserves the operations and relations.

For a non-empty set \(S\), the power \(\mathcal{M}_n^S\) is defined in the natural sort-wise way; the underlying set of \(\mathcal{M}_n^S\) is \(M_0^S \cup \cdots \cup M_n^S\) and the operations and relations between the sorts are defined pointwise. The potential dual category is now defined to be the category \(\mathcal{X}_n = \text{IS}_c \mathcal{P}^+(\mathcal{M}_n)\) whose objects are isomorphic copies of topologically closed substructures of non-zero powers of \(\mathcal{M}_n\) (where substructure has its natural multi-sorted meaning) and whose morphisms are the continuous structure-preserving maps.

Given an algebra \(A \in \mathcal{V}_n\), its dual \(D(A) \in \mathcal{X}_n\) is defined to be

\[
D(A) := \mathcal{V}_n(A, M_0) \cup \cdots \cup \mathcal{V}_n(A, M_n),
\]
as a closed substructure of $\mathbb{M}^A_n$. An important, but easily proved, fact is that, for every non-empty set $S$, we have $D((F_{\mathbb{V}_n}(S)) \cong \mathbb{M}^S_n$ (see [3, Lemma 2.2.1 and p. 194]). Given $X \in \mathcal{X}_n$, its dual $E(X) \in \mathcal{V}_n$ is defined to be

$$E(X) := \mathcal{X}_n(X, \mathbb{M}_n)$$

as a subalgebra of $\mathbb{M}_0^{X_0} \times \cdots \times \mathbb{M}_n^{X_n}$.

The fact that the structure on $\mathbb{M}_n$ is compatible with $\{\mathbb{M}_0, \ldots, \mathbb{M}_n\}$ guarantees that $E(X)$ is a subalgebra of $\mathbb{M}_0^{X_0} \times \cdots \times \mathbb{M}_n^{X_n}$ and hence $E$ is well defined. The functors $D : \mathcal{V}_n \to \mathcal{X}_n$ and $E : \mathcal{X}_n \to \mathcal{V}_n$ are defined on homomorphisms in $\mathcal{V}_n$ and on morphisms in $\mathcal{X}_n$ in a completely natural way, yielding a dual adjunction $\langle D, E, e, \varepsilon \rangle$ between $\mathcal{V}_n$ and $\mathcal{X}_n$ with the unit $e_A : A \to ED(A)$ and counit $\varepsilon_X : X \to DE(X)$ given by evaluation. We say that $\mathbb{M}_n$ yields a duality (between $\mathcal{V}_n$ and $\mathcal{X}_n$) if $e_A$ is an isomorphism, for all $A \in \mathcal{V}_n$, that $\mathbb{M}_n$ yields a full duality if, in addition, $\varepsilon_X$ is an isomorphism, for all $X \in \mathcal{X}_n$, and that $\mathbb{M}_n$ yields a strong duality if $\mathbb{M}_n$ yields a full duality and is injective in $\mathcal{X}_n$. The duality is called optimal if none of the operations and relations in $G(\langle n \rangle) \cup R(\langle n \rangle)$ can be removed without destroying the duality, that is, if an operation or relation in $G(\langle n \rangle) \cup R(\langle n \rangle)$ were removed, then there would be an algebra $A \in \mathcal{V}_n$ such that $e_A : A \to DE(A)$ is not an isomorphism (or equivalently, is not surjective).

The duality established in [4] uses the following multi-sorted operations and relations. For all $k \in [1, n]$, let $g_k : \mathbb{M}_j \to \mathbb{M}_0$ be the homomorphism that maps $f^k$ and $0^k$ to $f^0$ and maps $i^k$ and $1^k$ to $i^0$, and for later convenience let $g_0$ be the identity map on $\mathbb{M}_0$. Define $\preceq^0$, $\preceq^k$ (for $k \in [1, n]$), and $\preceq^{jk}$ (for $j, k \in [1, n]$ with $j < k$) by

$$\preceq^0 = (\mathbb{M}_0 \times \{\top^0\}) \cup (\{\bot^0\} \times \mathbb{M}_0) \cup \{(f^0, f^0), (i^0, i^0)\},$$

$$\preceq^k = \{(\top^k, \top^k), (\bot^k, \bot^k)\} \cup \{(f^k, f^k), (f^k, 0^k), (0^k, 0^k)\}$$

$$\preceq^{jk} = \{(\top^j, \top^k), (\bot^j, \bot^k)\} \cup \{(f^j, f^k), (f^j, 0^k), (0^j, 0^k)\} \cup \{(i^j, i^k), (i^j, 1^k), (1^j, 1^k)\}.$$  \(\dagger\)

Each of these relations is a compatible relation from $\mathbb{M}_i$ to $\mathbb{M}_\ell$, for some $i \leq \ell$ in $[0, n]$. For all $k \in [0, n]$, the relation $\preceq^k$ is an order; in particular, $\preceq^0$ is the knowledge order on $\mathbb{M}_0$. The relation $\preceq^{jk}$ can be thought of as the order relation $\preceq^j$ ‘stretched’ from $M_j$ to $M_k$. See Figure 4.

We can now state the main result of [4].
Theorem 3.1 ([4, Theorem 4.1]). Let \( n \in \mathbb{N} \). Define the multi-sorted alter ego
\[
\mathcal{M}_n = \langle M_0 \cup \cdots \cup M_n; \mathcal{G}(n), S(n), \mathcal{T} \rangle,
\]
where
\[
\mathcal{G}(n) = \{ g_k \mid k \in [1, n] \}, \quad \text{and}
\]
\[
S(n) = \{ \leq^k \mid k \in [0, n] \} \cup \{ \leq^{jk} \mid j, k \in [1, n] \text{ with } j < k \}.
\]
The alter ego \( \mathcal{M}_n \) yields a strong, and therefore full, optimal duality between
\( \mathcal{V}_n = \text{HSP}(\mathcal{J}_n) = \text{ISP}(\{ M_0, \ldots, M_n \}) \) and \( \mathcal{X}_n = \text{ISP}^+(\mathcal{M}_n) \).

4 A description of the objects in \( \mathcal{X}_n \)

Our aim in this section is to give an intrinsic description of the objects in \( \mathcal{X}_n \). We require the multi-sorted version of the Separation Lemma [3, Theorem 1.4.4]. We shall state it only in the case of topological structures in the signature of \( \mathcal{M}_n \).

Lemma 4.1. Let \( n \in \mathbb{N} \). For a multi-sorted compact topological structure
\[
\mathcal{X} = \langle X; \mathcal{G}(n), S(n), \mathcal{T} \rangle, \quad \text{where } X = X_0 \cup \cdots \cup X_n,
\]
in the signature of \( \mathcal{M}_n \), we have \( \mathcal{X} \in \text{ISP}^+(\mathcal{M}_n) \) if and only if
\begin{enumerate}
  \item there is a morphism \( \varphi : \mathcal{X} \to \mathcal{M}_n \),
\end{enumerate}
(2) the morphisms from $\mathbb{X}$ to $\mathbb{M}_n$ separate the elements of each sort, that is, for all $k \in [0, n]$ and all $x, y \in X_k$ with $x \neq y$, there exists a morphism $\varphi_e: \mathbb{X} \rightarrow \mathbb{M}_n$ satisfying $\varphi_e(x) \neq \varphi_e(y)$.

(3) the morphisms from $\mathbb{X}$ to $\mathbb{M}_n$ separate each relation in $S_{(n)}$, that is,

(a) for all $k \in [0, n]$ and all $x \not\equiv^k y$ in $X_k$, there exists a morphism $\varphi_k: \mathbb{X} \rightarrow \mathbb{M}_n$ satisfying $\varphi_k(x) \not\equiv^k \varphi_k(y)$,

(b) for all $j, k \in [1, n]$ with $j < k$, and all $x \in X_j$ and $y \in X_k$ with $x \not\equiv^{jk} y$, there exists a morphism $\varphi_{jk}: \mathbb{X} \rightarrow \mathbb{M}_n$ satisfying $\varphi_{jk}(x) \not\equiv^{jk} \varphi_{jk}(y)$.

We now give our axiomatisation of the category $\mathbb{X}_n$. Axiom (A1) requires the operations to be continuous; Axioms (A2)–(A5) are first order, indeed, they are quasi-equational; Axioms (A6) and (A7) are topological separation axioms. We do not require the relations to be topologically closed in the appropriate product spaces as this follows from the axioms; indeed, if $\mathbb{X}$ satisfies the axioms, then the theorem implies that $\mathbb{X}$ is isomorphic both structurally and topologically to a closed substructure of a power of $\mathbb{M}_n$, whence the relations on $\mathbb{X}$ must be topologically closed.

Let $n \in \mathbb{N}$ and let $\mathbb{X} = \langle X; G_{(n)}, S_{(n)}, T \rangle$, with $X = X_0 \cup \cdots \cup X_n$, be a multi-sorted topological structure in the signature of $\mathbb{M}_n$. As it will allow some of our arguments to be more compact, we define $\leq^{kk} := \leq^k$, for each $k \in [1, n]$.

Let $j, k \in [1, n]$ with $j \leq k$ and for each $\ell \in [j, k]$ let $U_\ell$ be a subset of $X_\ell$. We say that $U_j, \ldots, U_k$ are mutually increasing up-sets if, for all $i, \ell \in [j, k]$ with $i \leq \ell$, whenever $x \in U_i$ and $y \in X_\ell$ with $x \leq^{\ell} y$, we have $y \in U_\ell$. If $\leq^{\ell}$ is an order, then by taking $i = \ell$, this definition guarantees that $U_\ell$ is indeed an up-set in $\langle X_\ell; \leq^{\ell} \rangle$.

Recall that an ordered topological space $\langle X; \leq, T \rangle$ is a Priestley space if it is compact and totally order-disconnected, that is, for all $x, y \in X$ with $x \not\leq y$, there exists a clopen up-set $U$ with $x \in U$ and $y \not\in U$. Note that the underlying topological space of a Priestley space is Boolean.

**Theorem 4.2.** Let $n \in \mathbb{N}$. For a multi-sorted topological structure

$$\mathbb{X} = \langle X; G_{(n)}, S_{(n)}, T \rangle,$$

where $X = X_0 \cup \cdots \cup X_n$,

in the signature of $\mathbb{M}_n$, we have $\mathbb{X} \in \text{ISP}^+(\mathbb{M}_n)$ if and only if

(A1) $g_k: X_k \rightarrow X_0$ is continuous, for all $k \in [1, n]$;
(A2) for all \( k \in [1, n] \) and all \( x, y \in X_k \), if \( x \leq^k y \), then \( g_k(x) = g_k(y) \);

(A3) for all \( j, k \in [1, n] \) with \( j < k \) and all \( x, y \in X_j \) and \( y \in X_k \), if \( x \leq^j y \), then \( g_j(x) = g_k(y) \);

(A4) for all \( j, k \in [1, n] \) with \( j < k \) and all \( x, y \in X_j \) and \( u, v \in X_k \), if \( x \not\leq^j y \) and \( y \leq^{jk} u \) and \( u \leq^k v \), then \( x \not\leq^{jk} v \);

(A5) for all \( j, k, \ell \in [1, n] \) with \( j < k < \ell \) and all \( x \in X_j \), \( y \in X_k \) and \( z \in X_\ell \), if \( x \not\leq^j y \) and \( y \not\leq^{k\ell} z \), then \( x \not\leq^{j\ell} z \);

(A6) \( \langle X_k; \leq^k, \mathcal{T}_k \rangle \) is a Priestley space for all \( k \in [0, n] \), where \( \mathcal{T}_k \) is the topology induced by \( \mathcal{T} \) (in particular, \( \langle X_k; \leq^k \rangle \) is an ordered set);

(A7) for all \( j, k \in [1, n] \) with \( j < k \) and all \( x \in X_j \) and \( y \in X_k \), there exist \( U_j, U_{j+1}, \ldots, U_k \), with \( U_\ell \) a clopen up-set in \( \langle X_\ell; \leq^\ell, \mathcal{T}_\ell \rangle \), for all \( \ell \in [j, k] \), such that \( U_j, \ldots, U_k \) are mutually increasing with \( x \in U_j \) and \( y \in X_k \setminus U_k \).

Note that when \( n = 1 \), only conditions (A1), (A2) and (A6) apply.

Before giving the proof of Theorem 4.2, we will refine conditions (A6) and (A7) into four conditions. This will enable us to remove some repetition from the proof.

**Lemma 4.3.** Given that (A4) and (A5) hold, (A6) and (A7) are together equivalent to the following four conditions

(A6)\(^0\) \( \langle X_0; \leq^0, \mathcal{T}_0 \rangle \) is a Priestley space, where \( \mathcal{T}_0 \) is the topology induced by \( \mathcal{T} \),

(A6)\(^\prime\) \( \leq^k \) is an order on \( X_k \), for all \( k \in [1, n] \),

(A6)\(^\prime\)\(^\prime\) \( \langle X_k; \mathcal{T}_k \rangle \) is a compact space for all \( k \in [1, n] \), where \( \mathcal{T}_k \) is the topology induced by \( \mathcal{T} \),

(A7)\(^\prime\) for all \( j, k \in [1, n] \) with \( j \not\leq k \) and all \( x \in X_j \) and \( y \in X_k \), there exist \( U_j, U_{j+1}, \ldots, U_k \), with \( U_\ell \) a clopen up-set in \( \langle X_\ell; \leq^\ell, \mathcal{T}_\ell \rangle \), for all \( \ell \in [j, k] \), such that \( U_j, \ldots, U_k \) are mutually increasing with \( x \in U_j \) and \( y \in X_k \setminus U_k \).

**Proof.** This is straightforward. The main thing to note is that, in the presence of (A6)\(^\prime\) and (A6)\(^\prime\)\(^\prime\), when \( j = k \) condition (A7)\(^\prime\) says precisely that \( \langle X_k; \leq^k \)
, \mathcal{T}_k)$ is totally order-disconnected, and hence says that $\langle X_k; \leq^k, \mathcal{T}_k \rangle$ is a Priestley space.

We now turn to the proof of the theorem.

**Proof of Theorem 4.2.** Let $\mathcal{X} \in \mathcal{I}_C \mathcal{P}^+(\mathcal{M}_n)$. It is easy to see that $\mathcal{M}_n$ satisfies (A1)–(A6). Since these conditions are preserved under multi-sorted products and closed substructures it follows at once that $\mathcal{X}$ satisfies them.

We now show that $\mathcal{X}$ satisfies the topological condition (A7). Since (A7) is inherited by closed substructures, it suffices to assume that $\mathcal{X}$ is a multi-sorted power $\mathcal{M}_n^S$, for some set $S$. Assume that $j < k$ in $[1, n]$ and let $x \in M_j^S$ and $y \in M_k^S$ with $x \not\leq^{jk} y$. Then there exists $s \in S$ such that $x(s) \not\leq^{jk} y(s)$. Define

$$U_j := \{ z \in M_j^S \mid x(s) \leq^j z(s) \},$$

and for $\ell \in [j + 1, k]$ define

$$U_\ell := \{ z \in M_\ell^S \mid x(s) \leq^{j\ell} z(s) \}.$$

Then the set $U_\ell$ is a clopen up-set in $\langle X_\ell; \leq^\ell, \mathcal{T}_\ell \rangle$, for all $\ell \in [j, k]$. Since $x \in U_j$ and $y \in X_k \setminus U_k$, it remains to see that $U_j, U_{j+1}, \ldots, U_k$ are mutually increasing. Let $i < \ell$ in $[j, k]$ and assume that $w \in U_i$ and $z \in M_\ell^S$ with $w \leq^{i\ell} z$. Hence $x(s) \leq^{ii} w(s)$, as $w \in U_i$, and $w(s) \leq^{i\ell} z(s)$, as $w \leq^{i\ell} z$. Then (A5) yields $x(s) \leq^{i\ell} z(s)$, whence $z \in U_\ell$. Thus $U_j, U_{j+1}, \ldots, U_k$ are mutually increasing.

For the converse, assume that $\mathcal{X}$ satisfies (A1)–(A7). By Lemma 4.1, we must show that there is a morphism $\varphi: \mathcal{X} \to \mathcal{M}_n$, and that the morphisms from $\mathcal{X}$ to $\mathcal{M}_n$ separate the elements of each sort and separate the relations in $S_{(n)}$.

Since the set $T := \{ t^0, t^1, \ldots, t^n \}$ forms a substructure of $\mathcal{M}_n$ on which every relation is total, we may define a morphism $\varphi: \mathcal{X} \to \mathcal{M}_n$ by mapping $X_k$ constantly to $t^k$, for all $k \in [0, n]$. For all $k \in [0, n]$, if $x \neq y$ in $X_k$, then since $\leq^k$ is an order, either $x \not\leq^k y$ or $y \not\leq^k x$; so being able to separate the relation $\leq^k$ implies that we can separate the points of $X_k$.

We next separate the order on $X_0$, and then the relation $\leq^{jk}$ (from $X_j$ to $X_k$) for $j, k \in [1, n]$ with $j \leq k$. Let $x, y \in X_0$ with $x \not\leq^0 y$. We must define a morphism $\varphi_0: \mathcal{X} \to \mathcal{M}_n$ satisfying $\varphi_0(x) \not\leq^0 \varphi_0(y)$. By (A6)$^0$ there is a clopen up-set $U \subseteq X_0$ containing $x$ but not $y$. We shall see that we obtain the required...
morphism by defining
\[
\varphi_0(z) := \begin{cases} 
\top^0 & \text{if } z \in U, \\
\bot^0 & \text{if } z \in X_0 \setminus U, \\
\top^k & \text{if } z \in g_k^{-1}(U), \text{ for some } k \in [1, n], \\
\bot^k & \text{if } z \in g_k^{-1}(X_0 \setminus U), \text{ for some } k \in [1, n].
\end{cases}
\]

We first prove that \( \varphi_0 \) preserves \( g_k \), for all \( k \in [1, n] \). Let \( k \in [1, n] \) and let \( z \in X_k \). By the definitions of \( g_k \) and \( \varphi_0 \), if \( g_k(z) \in U \) then \( \varphi_0(z) = \top^k \) and hence \( g_k(\varphi_0(z)) = \top^0 = \varphi_0(g_k(z)) \), and if \( g_k(z) \notin U \) then \( \varphi_0(z) = \bot^k \) and hence \( g_k(\varphi_0(z)) = \bot^0 = \varphi_0(g_k(z)) \). Thus \( \varphi_0 \) preserves \( g_k \). By (A2) and (A3) respectively, \( \varphi_0 \) is \( \leq^k \)-preserving and \( \leq^{jk} \)-preserving. Finally, \( \varphi_0 \) is continuous since \( U \) is clopen and, by (A1), the operation \( g_k : X_k \to X_0 \) is continuous, for all \( k \in [1, n] \). Hence \( \varphi_0 \) is a morphism from \( \mathbb{X} \) to \( \mathbb{M}_n \) such that \( \varphi_0(x) = \top^0 \leq^0 \bot^0 = \varphi_0(y) \).

We now consider the relation \( \leq^{jk} \) from \( X_j \) to \( X_k \) for \( j, k \in [1, n] \) with \( j \leq k \). Let \( x \in X_j \), \( y \in X_k \) with \( x \not\leq^{jk} y \). We must define a morphism \( \varphi_{jk} : \mathbb{X} \to \mathbb{M}_n \) satisfying \( \varphi_{jk}(x) \not\leq^{jk} \varphi_{jk}(y) \). By (A7)' there exist mutually increasing clopen up-sets \( U_j, \ldots, U_k \) such that \( x \in U_j \) and \( y \in X_k \setminus U_k \). We define the mapping \( \varphi_{jk} \) by
\[
\varphi_{jk}(z) := \begin{cases} 
\ell & \text{if } z \in X_{\ell} \text{ for some } \ell \in [0, j-1], \\
1^\ell & \text{if } z \in U_{\ell} \text{ for some } \ell \in [j, k], \\
\ell' & \text{if } z \in X_{\ell} \setminus U_{\ell} \text{ for some } \ell \in [j, k], \\
1^\ell & \text{if } z \in X_{\ell} \text{ for some } \ell \in [k+1, n].
\end{cases}
\]

We first check that \( \varphi_{jk} \) preserves \( g_{\ell} \) for all \( \ell \in [1, n] \). Let \( \ell \in [1, n] \) and let \( z \in X_{\ell} \). Then \( \varphi_{jk}(z) \in \{1^\ell, \ell'\} \) and so \( g_{\ell}(\varphi_{jk}(z)) = \ell^0 \). As \( g_{\ell}(z) \in X_0 \) we also have \( \varphi_{jk}(g_{\ell}(z)) = \ell^0 \). Hence \( \varphi_{jk} \) preserves \( g_{\ell} \).

Since \( \varphi_{jk} \) is constant on \( X_0 \), it trivially preserves \( \leq^0 \), and it remains to prove that \( \varphi_{jk} \) preserves \( \leq^{i\ell} \) for all \( i \leq \ell \in [1, n] \). Let \( i \leq \ell \in [1, n] \) and let \( w \in X_i \) and \( z \in X_{\ell} \) with \( w \leq^{i\ell} z \). Since \( \{(\ell', 1^\ell), (1^i, 1^\ell), (1^i, 1^\ell)\} \subseteq \leq^{i\ell} \), to prove that \( \varphi_{jk}(w) \leq^{i\ell} \varphi_{jk}(z) \) it suffices to show that \( (\varphi_{jk}(w), \varphi_{jk}(z)) \neq (1^i, \ell^0) \). Suppose, by way of contradiction, that \( (\varphi_{jk}(w), \varphi_{jk}(z)) = (1^i, \ell^0) \). Then \( \varphi_{jk}(w) = 1^i \) so \( j \leq i \) and \( \varphi_{jk}(z) = \ell^0 \) so \( \ell \leq k \). Hence \( i \leq \ell \) in \( [j, k] \). Thus \( \varphi_{jk}(w) = 1^i \) implies that \( w \in U_i \). As \( w \leq^{i\ell} z \) and \( U_j, \ldots, U_k \) are mutually increasing, we conclude that \( z \in U_{\ell} \), whence \( \varphi_{jk}(z) = 1^\ell \), contradicting our assumption that \( \varphi_{jk}(z) = \ell^0 \). Hence \( \varphi_{jk} \) preserves \( \leq^{i\ell} \).
Since $U_\ell$ is clopen in $X_\ell$, for all $\ell \in [j, k]$, and since $\varphi_{jk}$ is constant on all $X_\ell$ with $\ell \notin [j, k]$, it is trivial that $\varphi_{jk}$ is continuous. Therefore $\varphi_{jk}$ is a morphism from $\mathcal{X}$ to $\mathcal{M}_n$ with $\varphi_{jk}(x) = 1^j \not\leq^k t^k = \varphi_{jk}(y)$, as required. 

5 An isomorphic category of single-sorted structures

Throughout this section, we fix $n \in \mathbb{N}$. We will define a category $\mathcal{Y}_n$ that is isomorphic to $\mathcal{X}_n$ but consists of topological structures that are single sorted. The objects of $\mathcal{Y}_n$ will be Priestley spaces with a continuous retraction in which the order has a natural ranking.

We first give a lemma that will do much of the work for us.

Lemma 5.1. Let $\mathcal{X} = \langle X; G(n), S(n), T \rangle$, where $X = X_0 \cup \cdots \cup X_n$, be a multi-sorted topological structure in the signature of $\mathcal{M}_n$. Define a binary relation $\leq$ on $X$ by

$$x \leq y \iff x \in X_j, y \in X_k \text{ and } x \leq^j y,$$

for some $j, k \in [1, n]$ with $j \leq k$.

(a) $\mathcal{X}$ satisfies (A4), (A5) and (A6)' if and only if $\leq$ is an order relation on $X$.

(b) Assume that $\mathcal{X}$ satisfies (A4), (A5) and (A6)'. If $U$ is a clopen up-set in $\langle X; \leq, T \rangle$, then $U \cap X_0, \ldots, U \cap X_n$ are mutually increasing clopen up-sets. Conversely, let $j < k$ in $[0, n]$, let $U_i \subseteq X_i$, for all $i \in [j, k]$, and assume that $U_j, U_{j+1}, \ldots, U_k$ are mutually increasing clopen up-sets. Then there exists a clopen up-set $U$ in $\langle X; \leq, T \rangle$ with $U_i = U \cap X_i$, for all $i \in [j, k]$.

(c) $\mathcal{X}$ satisfies Axioms (A4)–(A7) if and only if $\langle X; \leq, T \rangle$ is a Priestley space.

Proof. (a) Assume that $\mathcal{X}$ satisfies (A4), (A5) and (A6)'. Since $\leq^k$ is reflexive by (A6)', it follows immediately that $\leq$ is reflexive. Assume that $x \leq y$ and $y \leq x$, for some $x, y \in X$, say $x \in X_j$ and $y \in X_k$. It follows from the definition of $\leq$ on $X$ that $j \leq k$ and $k \leq j$, whence $x, y \in X_k$, for some $k \in [0, n]$. Hence $x \leq^k y$ and $y \leq^k x$, and as $\leq^k$ is antisymmetric, we have $x = y$. Hence, $\leq$ is antisymmetric. Now assume that $x, y, z \in X$ with $x \leq y$ and $y \leq z$. Then either

(i) $x, y, z$ belong to the same sort, in which case (A6)' guarantees that $x \leq z$, or
(ii) there exist \( j < k \) in \([1, n]\) with either \( x, y \in X_j \) and \( z \in X_k \) or \( x \in X_j \) and \( y, z \in X_k \), in which case (A4) guarantees that \( x \leq z \), or

(iii) there exist \( j < k < \ell \) in \([1, n]\) with \( x \in X_j \), \( y \in X_k \) and \( z \in X_\ell \), in which case (A5) guarantees that \( x \leq z \).

Hence \( \leq \) is transitive.

The converse implication is almost immediate as (A4) and (A5) follow from the transitivity of \( \leq \).

(b) If \( U \) is a clopen up-set in \( \langle X; \leq, T \rangle \), then \( U \cap X_i \) is a clopen in \( X_i \) and the definition of \( \leq \) guarantees that \( U \cap X_0, \ldots, U \cap X_n \) are mutually increasing up-sets. Now let \( j < k \) in \([0, n]\), let \( U_i \subseteq X_i \), for all \( i \in [j, k] \), and assume that \( U_j, U_{j+1}, \ldots, U_k \) are mutually increasing clopen up-sets. Then

\[
U := U_j \cup U_{j+1} \cup \cdots \cup U_k \cup X_{k+1} \cup \cdots \cup X_n
\]

is a clopen up-set in \( \langle X; \leq, T \rangle \) satisfying \( U_i = U \cap X_i \), for all \( i \in [j, k] \), as required.

(c) Assume that \( \mathcal{X} \) satisfies (A4)–(A7). By (a) it remains to prove that \( \langle X; \leq, T \rangle \) is totally order-disconnected. Let \( x, y \in X \) with \( x \not\leq y \). Let \( x \in X_j \) and \( y \in X_k \). If \( j > k \), then \( U := X_j \cup X_{j+1} \cup \cdots \cup X_n \) is a clopen up-set in \( \langle X; \leq, T \rangle \) containing \( x \) but not \( y \). If \( j = k \), then, since \( \langle X_j; \leq^j, T_j \rangle \) is a Priestley space, by (A6), there is a clopen up-set \( V \) in \( X_j \) containing \( x \) but not \( y \). Then \( U := V \cup X_{j+1} \cup \cdots \cup X_n \) is a clopen up-set in \( \langle X; \leq, T \rangle \) containing \( x \) but not \( y \). If \( j < k \), then \( x \not\leq^j y \) implies that \( x \not\leq^k y \). Hence by (A7) and (b), there exists a clopen up-set \( U \) of \( \langle X; \leq, T \rangle \) containing \( x \) but not \( y \). Thus \( \langle X; \leq, T \rangle \) is totally order-disconnected.

Conversely, assume that \( \langle X; \leq, T \rangle \) is a Priestley space. By (a), it remains to show that (A6) and (A7) hold. Let \( k \in [0, n] \). Since \( X_k \) is a closed subset of \( \langle X; \leq, T \rangle \) and since the order and topology on \( \langle X_k; \leq^k, T_k \rangle \) are the restrictions of those on \( \langle X; \leq, T \rangle \), it follows at once that \( \langle X_k; \leq^k, T_k \rangle \) is a Priestley space. Thus (A6) holds.

Now let \( j < k \) in \([1, n]\) and let \( x \in X_j \) and \( y \in X_k \) with \( x \not\leq^{jk} y \). Hence \( x \not\leq y \) and, since \( \langle X; \leq, T \rangle \) is a Priestley space, there exists a clopen up-set \( U \) in \( \langle X; \leq, T \rangle \) with \( x \in U \) and \( y \not\in U \). Define \( U_i := U \cap X_i \), for all \( i \in [j, k] \). By (b), the sets \( U_j, U_{j+1}, \ldots, U_k \) are mutually increasing clopen up-sets such that \( x \in U_j \) and \( y \in X_k \setminus U_k \), whence (A7) holds.

\[\square\]

**Definition 5.2.** Let \( \mathcal{X} = \langle X_0 \cup \cdots \cup X_n; \mathcal{G}(n), \mathcal{S}(n), T \rangle \) be an object in \( \mathcal{X}_n \). For convenience, we shall define \( g_0 \) to be the identity function on \( X_0 \). We define a new
structure

\[ F(\mathcal{X}) := \langle X; \leq, g, \text{rnk}, T \rangle \]

as follows:
- \( X := X_0 \cup \cdots \cup X_n \),
- \( \leq \) is the binary relation on \( X \) defined in Lemma 5.1,
- \( g : X \to X \) is defined by \( g(x) := g_k(x) \), for all \( x \in X_k \) and all \( k \in [0, n] \),
- \( \text{rnk} : X \to [0, n] \) is defined by \( \text{rnk}(x) := k \), for all \( x \in X_k \) and for all \( k \in [0, n] \),

For example, \( F(\mathcal{M}_n) = \langle M_0 \cup \cdots \cup M_n; \leq, g, \text{rnk}, T \rangle \) is illustrated in Figure 5.

![Figure 5 The structure F(\mathcal{M}_n).](image)

The next lemma gives properties of \( F(\mathcal{X}) \) that will be used to define the category \( \mathcal{Y}_n \). Given \( n \in \mathbb{N} \), we define an \( n \)-\( \text{ranking} \) of a Priestley space \( \langle X; \leq, \mathcal{T} \rangle \) to be a continuous order-preserving map, \( \text{rnk} \), from \( \langle X; \leq, \mathcal{T} \rangle \) to the finite Priestley space \( \langle [0, n]; \leq, \mathcal{T}_d \rangle \), where \( \leq \) is the usual order inherited from \( \mathbb{Z} \) and \( \mathcal{T}_d \) is the discrete topology.

**Lemma 5.3.** Let \( \mathcal{X} \in \mathcal{X}_n \) and let \( F(\mathcal{X}) := \langle X; \leq, g, \text{rnk}, T \rangle \) be the structure defined above. Then

(B1) \( \langle X; \leq, \mathcal{T} \rangle \) is a Priestley space,

(B2) \( g \) is a continuous retraction,
(B3) \( x \leq y \) implies \( g(x) = g(y) \), for all \( x, y \in X \),

(B4) \( g(X) \) is a union of order components of \( \langle X; \leq \rangle \),

(B5) \( \text{rnk}: X \to [0, n] \) is an \( n \)-ranking of \( \langle X; \leq, T \rangle \),

(B6) \( g(X) = \{ x \in X \mid \text{rnk}(x) = 0 \} \).

Proof. (B1) follows from Lemma 5.1(c).

(B2) follows immediately from the fact that \( g_k \) maps \( X_k \) to \( X_0 \), for all \( k \in [1, n] \), and the fact that \( g_0 = \text{id}_{X_0} \).

(B3) is immediate from the definitions of \( g \) and \( \leq \) and the fact that \( X \) satisfies (A2) and (A3).

(B4) follows from the fact that \( g(X) = X_0 \) and the fact that the relation \( \leq^{jk} \) between distinct sorts applies only for \( j < k \) in \([1, n]\).

Since \( \{X_0, \ldots, X_n\} \) is a partition (with possibly empty blocks) of \( X \) into closed subsets, the function \( \text{rnk}: X \to [0, n] \) is continuous. Thus, to prove (B5) it remains to prove that \( \text{rnk} \) is order-preserving. Let \( x, y \in X \) with \( x \leq y \). Then either \( x, y \in X_k \) with \( x \leq^k y \), for some \( k \in [0, n] \), and so \( \text{rnk}(x) = k = \text{rnk}(y) \), or \( x \in X_j \) and \( y \in X_k \) with \( x \leq^{jk} y \), for some \( j < k \) in \([1, n]\), in which case \( \text{rnk}(x) = j < k = \text{rnk}(y) \). Hence \( \text{rnk} \) is order-preserving.

Finally, \( g(X) = X_0 = \{ x \in X \mid \text{rnk}(x) = 0 \} \) by the definitions of \( g \) and of \( \text{rnk} \), whence (B6) holds.

Definition 5.4. We now define \( 
\mathcal{Y}_n \) to be the category whose objects are topological structures \( \langle Y; \leq, g, \text{rnk}, T \rangle \) satisfying (B1)–(B6) and whose morphisms are continuous maps that preserve \( \leq, g \) and \( \text{rnk} \). The topological structures in \( \mathcal{Y}_n \) can be made first order by removing the ‘operation’ \( \text{rnk} \), adding \( n + 1 \) topologically closed unary relations \( Y_0, \ldots, Y_n \), and replacing the assumption that \( \text{rnk} \) is order-preserving by the assumption that \( Y_0, \ldots, Y_n \) form a partition of \( Y \) (with possibly empty blocks) along with the following axiom for each \( k \in [0, n] \):

\[ (\forall x, y \in Y) \ x \in Y_k \quad \text{&} \quad x \leq y \quad \Rightarrow \quad y \in Y_k \text{ or } y \in Y_{k+1} \text{ or } \cdots \text{ or } y \in Y_n. \]

Definition 5.5. Let \( \mathcal{Y} = \langle Y; \leq, g, \text{rnk}, T \rangle \) be an object in \( \mathcal{Y}_n \). We define a new structure

\[ \mathcal{G}(\mathcal{Y}) := \langle X_0 \cup \cdots \cup X_n; \mathcal{G}_n, \mathcal{S}_n, T \rangle \]

in the signature of \( \mathcal{M}_n \) as follows:
Expanding Belnap 2

- \( X_k := \{ x \in Y \mid \text{rnk}(x) = k \} \), for all \( k \in [0, n] \),
- \( g_k : X_k \to X_0 \) is given by \( g_k := g|_{x_k} \), for all \( k \in [1, n] \),
- \( \leq^k := \leq \cap (X_k \times X_k) \), for all \( k \in [0, n] \),
- \( \leq^{ik} := \leq \cap (X_j \times X_k) \), for all \( j < k \) in \( [1, n] \).

We extend both \( F \) and \( G \) to morphisms by defining \( F(\varphi) = \varphi \) and \( G(\varphi) = \varphi \).

**Theorem 5.6.** Fix \( n \in \mathbb{N} \). Then \( F : \mathcal{X}_n \to \mathcal{Y}_n \) and \( G : \mathcal{Y}_n \to \mathcal{X}_n \) are well-defined, mutually inverse category isomorphisms.

**Proof.** By Lemma 5.3, \( F \) is well defined at the object level. Assume that \( \varphi : \mathcal{X} \to \mathcal{Y} \) is an \( \mathcal{X}_n \)-morphism, for some \( \mathcal{X}, \mathcal{Y} \in \mathcal{X}_n \). The definitions of \( g \) and \( \leq \) guarantee that they are preserved by \( \varphi \). Since \( \text{rnk}(x) = k \) if and only if \( x \in X_k \) and since \( \varphi \) preserves the sorts, it follows that \( \varphi \) preserves \( \text{rnk} \). Thus \( \varphi : F(\mathcal{X}) \to F(\mathcal{Y}) \) is a \( \mathcal{Y}_n \)-morphism. Hence \( F \) is well defined and it is trivial that \( F \) is a functor.

Before proving that \( G \) is well defined we note that it is almost trivial that \( G(F(\mathcal{X})) = \mathcal{X} \), for all \( \mathcal{X} \in \mathcal{X}_n \), and the only non-trivial part of proving that \( F(G(\mathcal{Y})) = \mathcal{Y} \), for all \( \mathcal{Y} \in \mathcal{Y}_n \), is showing that the order \( \leq \) defined from \( G(\mathcal{Y}) \) agrees with the original order \( \leq \) on \( \mathcal{Y} \). To this end, consider an object \( \mathcal{Y} = (Y; \leq, g, \text{rnk}, T) \) in \( \mathcal{Y}_n \) and denote the order defined on \( F(G(\mathcal{Y})) \) from \( G(\mathcal{Y}) \) by \( \leq' \). We must prove that \( \leq = \leq' \). First, assume that \( x, y \in Y \) with \( x \leq y \). Then \( \text{rnk}(x) \leq \text{rnk}(y) \), as \( \mathcal{Y} \) satisfies (B5).

- If \( \text{rnk}(x) = k = \text{rnk}(y) \), then in \( G(\mathcal{Y}) \) we have \( x, y \in X_k \) and \( x \leq^k y \).

- If \( \text{rnk}(x) = j < k = \text{rnk}(y) \), then in \( G(\mathcal{Y}) \) we have \( x \in X_j \), \( y \in X_k \) and \( x \leq^{ik} y \).

In both cases, it follows from the definition of \( \leq' \) on \( F(G(\mathcal{Y})) \) that \( x \leq' y \). Hence \( \leq \subseteq \leq' \). Now let \( x, y \in Y \) with \( x \leq' y \). From the definitions of \( X_k \), \( \leq^k \) and \( \leq^{ik} \) in \( G(\mathcal{Y}) \) we have

- \( \text{rnk}(x) = k = \text{rnk}(y) \), for some \( k \in [0, n] \) and \( x \leq y \) in \( \mathcal{Y} \), or

- \( \text{rnk}(x) = j < k = \text{rnk}(y) \), for some \( j, k \in [1, n] \) and \( x \leq y \) in \( \mathcal{Y} \).

In both cases, we have \( x \leq y \) and hence \( \leq' \subseteq \leq' \). Thus \( \leq' = \leq \), as required.

To prove that \( G \) is well defined at the object level we must prove that, for all \( \mathcal{Y} \in \mathcal{Y}_n \), the structure \( G(\mathcal{Y}) \) satisfies (A1)–(A7). Let \( \mathcal{Y} \in \mathcal{Y}_n \). Then (A1) follows from (B2), and both (A2) and (A3) follow from (B3). By Lemma 5.1, the topological structure \( G(\mathcal{Y}) \) satisfies (A4)–(A7) if and only if the ordered space
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⟨𝑌; ⩽′, 𝑇⟩; defined from the structure 𝐺(𝑌) is a Priestley space. As 𝐹(𝐺(𝑌)) = 𝑌, we have ⟨𝑌; ⩽′, 𝑇⟩ = ⟨𝑌; ⩽, 𝑇⟩, which is a Priestley space as 𝑌 satisfies (B1). Hence 𝐺(𝑌) satisfies (A4)–(A7).

Finally, assume that 𝜙: X → 𝑌 is a 𝑌𝑛-morphism. It is almost trivial from the definitions that 𝜙: 𝐺(𝑋) → 𝐺(𝑌) is an 𝑋𝑛-morphism. This completes the proof.

6 The Priestley dual of the 𝐷-reduct of a 𝑉𝑛-algebra

Priestley duality establishes a dual category equivalence between the variety 𝐷 of bounded distributive lattices, qua category, and the category 𝑃 of Priestley spaces with continuous order-preserving maps as morphisms (see Priestley [14, 15] and Davey and Priestley [6]). The duality is given by natural hom-functors. Let 𝑋 = ⟨{0, 1}; ∧, ∨, 0, 1⟩ be the two-element bounded lattice and let 𝑋 = ⟨{0, 1}; ⩽, 𝑇⟩ be the two-element chain with the discrete topology. Then, at the object level:

- the dual of 𝐴 ∈ 𝐷 is 𝐻(𝐴) = 𝐷(𝐴, 2), with its order and topology inherited from the power 2^𝐴;
- the dual of 𝑋 ∈ 𝑃 is 𝐾(𝑋) = 𝑃(𝑋, 2), a sublattice of 2^𝑋.

Once again, throughout this section, we fix 𝑛 ∈ ℍ. We now have functors:

- 𝐷: 𝑉𝑛 → 𝑋𝑛, mapping each algebra 𝐴 ∈ 𝑉𝑛 to its natural (multi-sorted) dual 𝐷(𝐴), and
- 𝐻’: 𝑉𝑛 → 𝑃, mapping each algebra 𝐴 ∈ 𝑉𝑛 to the Priestley dual 𝐻’(𝐴) := 𝐻(𝐴♭), where 𝐴♭ = ⟨𝐴; ∧, ∨, 𝑓0, 𝑡0⟩ is the bounded-distributive-lattice reduct of 𝐴.

To be able to use the natural dual 𝐷(𝐴) and the Priestley dual 𝐻’(𝐴) in tandem, we will give an explicit description of the functor 𝑃: 𝑋𝑛 → 𝑃, mapping each (multi-sorted) structure 𝑋 ∈ 𝑋𝑛 to

𝑃(𝑋) := 𝐻’(𝐸(𝑋)) = 𝐻(𝐸(𝑋♭)).

As 𝑋𝑛 is isomorphic to 𝑌𝑛 and the objects in 𝑌𝑛 are Priestley spaces with additional structure, it is natural to define 𝑃(𝑋) in terms of 𝐹(𝑋): we shall define 𝑃(𝑋) to be the disjoint union of 𝐹(𝑋) and its order-theoretic dual 𝐹(𝑋)♭ with additional ordering defined via the map 𝑔.
Definition 6.1. Let $\mathcal{X} = \langle X_0 \cup \cdots \cup X_n; G(n), S(n), T \rangle$ be an object in $\mathcal{X}_n$, define $X := X_0 \cup \cdots \cup X_n$ and let $F(\mathcal{X}) = \langle X; g, \leq, \text{rnk}, T \rangle$ be the corresponding object in $\mathcal{Y}_n$. Recall that $g$ is a retraction of $X$ onto $X_0$. We define

$$P(\mathcal{X}) := \langle X \cup \hat{X}; \leq, T \rangle,$$

where $\hat{X} := \{ \hat{x} \mid x \in X \}$, $T$ is the disjoint union topology, and $\leq$ is defined on $X \cup \hat{X}$ by

1. for $x, y \in X$: $x \leq y \iff x \leq y$,
2. for $\hat{x}, \hat{y} \in \hat{X}$: $\hat{x} \leq \hat{y} \iff x \geq y$,
3. for $x \in X \setminus X_0$ and $y \in X_0$: $x \leq y \iff g(x) \leq y$,
4. for $x \in X \setminus X_0$ and $\hat{y} \in \hat{X}_0$: $x \leq \hat{y} \iff g(x) \geq y$,
5. for $x \in X_0$ and $\hat{y} \in \hat{X} \setminus \hat{X}_0$: $x \leq \hat{y} \iff x \leq g(y)$,
6. for $\hat{x} \in \hat{X}_0$ and $\hat{y} \in \hat{X} \setminus \hat{X}_0$: $\hat{x} \leq \hat{y} \iff x \geq g(y)$,
7. for $x \in X \setminus X_0$ and $\hat{y} \in \hat{X} \setminus \hat{X}_0$:

$$x \leq \hat{y} \iff g(x) \leq g(y) \text{ or } g(x) \geq g(y).$$

Part (7) of the definition of $\leq$ can be thought of as obtaining $x \leq \hat{y}$ by passing through $X_0$ (via $g(x) \leq g(y)$) or through $\hat{X}_0$ (via $g(x) \geq g(y)$). For example, if $x \in X \setminus X_0$ and $\hat{y} \in \hat{X} \setminus \hat{X}_0$ with $g(x) \geq g(y)$, then we have

$$g(x) \geq g(x) \& g(x) \geq g(y) \& g(y) \geq g(y).$$

Since $g(x), g(y) \in X_0$, by applying, in order, (4) then (2) then (6), we have

$$x \leq g(x) \& g(x) \leq g(y) \& g(y) \leq \hat{y},$$

and therefore, if $\leq$ is to be transitive, we must have $x \leq \hat{y}$.

We extend $P$ to morphisms in the obvious way: if $\varphi: \mathcal{X} \to \mathcal{Y}$ is an $\mathcal{X}_n$-morphism, then $P(\varphi): P(\mathcal{X}) \to P(\mathcal{Y})$ is given by $P(\varphi)(x) = \varphi(x)$, for $x \in X$, and $P(\varphi)(\hat{x}) = \varphi(\hat{x})$, for $\hat{x} \in \hat{X}$.

The next section will be devoted to proving the following result.
**Theorem 6.2.** Fix $n \in \mathbb{N}$. Then $P: \mathcal{X}_n \to \mathcal{P}$ is a well-defined functor. For each $A \in \mathcal{V}_n$, let $A^b = \langle A; \wedge, \vee, f_0, t_0 \rangle$ be its bounded-distributive-lattice reduct. Then $H(A^b)$ is isomorphic to $P(D(A))$.

Figure 6 shows the ordered set $P(\mathcal{M}_n) \cong P(D(V_n(1))) \cong H(V_n(1)^b)$ (cf. Figure 5).

As an application of Theorem 6.2, we will calculate the cardinality of the free algebra $F_{V_n}(1)$, for all $n \in \mathbb{N}$. Throughout the calculation we will use the arithmetic of down-sets without specific reference (see Proposition 1.31, Exercise 1.18, Lemma 5.18 and Exercise 5.19 in Davey and Priestley [6]).
Theorem 6.3. Let \( n \in \mathbb{N} \). Then

\[
|F_{V_n}(1)| = \frac{1}{2}(n^6 + 10n^5 + 42n^4 + 102n^3 + 157n^2 + 148n + 72).
\]

Proof. Since \( F_{V_n}(1)^b \cong KH(F_{V_n}(1)^b) \cong K(P(M_n)) \) is isomorphic to the lattice \( O(P(M_n)) \) of down-sets of \( P(M_n) \), we need to count the number of down-sets of the ordered set shown in Figure 6. Divide \( P(M_n) \) into three subsets:

- the bottom \( B \), isomorphic to \((2 \times n) \cup n \cup (2 \times n)\),
- the centre \( C \), isomorphic to \(2^2 \cup 2^2\), and
- the top \( T \), also isomorphic to \((2 \times n) \cup n \cup (2 \times n)\).

We shall count the down-sets of \( P(M_n) \) by first counting the number that do not intersect the top \( T \) and then counting the number that do.

Since the ordered set \( 2 \times n \) occurs four times within \( P(M_n) \), it will be useful to know that \( |O(2 \times n)| = \frac{1}{2}(n + 1)(n + 2) \). This is an easy calculation; indeed, \( O(2 \times n) \), the coproduct in \( \mathcal{D} \) of \( 3 \) and \( n + 1 \), is as shown in Figure 7.

![Figure 7 The lattice \( O(2 \times n) \)](image)

Claim 6.4. The number of down-sets of \( P(M_n) \) that do not intersect the top \( T \) is

\[
f(n) = \frac{1}{4}(n^6 + 10n^5 + 41n^4 + 96n^3 + 148n^2 + 148n + 144).
\]
Proof of Claim 1. Let \( U \) be a down-set of \( P(M_n) \) that does not intersect \( T \). The intersection \( U \cap C \) is one of the 36 down-sets of \( C \). The number of such \( U \) for a given intersection \( U \cap C \) is given in Table 1. (To save space each superscript 0 has been omitted in the first column of the table.) We will explain how the numbers are obtained in three typical cases.

Table 1: Calculating \( f(n) \)

<table>
<thead>
<tr>
<th>( U \cap C )</th>
<th># of such ( U )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \emptyset )</td>
<td>( \frac{1}{4} (n + 1)^4 (n + 2)^2 )</td>
</tr>
<tr>
<td>{ \perp } or { \top }</td>
<td>( \frac{1}{4} (n + 1)^3 (n + 2)^2 )</td>
</tr>
<tr>
<td>{ \perp, f } or { \perp, t } or { \top, f } or { \top, t }</td>
<td>( \frac{1}{2} (n + 1)^2 (n + 2) )</td>
</tr>
<tr>
<td>{ \perp, f, t } or { \top, f, \top }</td>
<td>( n + 1 )</td>
</tr>
<tr>
<td>{ \perp, \top }</td>
<td>( \frac{1}{4} (n + 1)^3 (n + 2)^2 )</td>
</tr>
<tr>
<td>{ \perp, \top, f } or { \perp, \top, t } or { \perp, f, \top } or { \perp, t, \top }</td>
<td>( \frac{1}{2} (n + 1)(n + 2) )</td>
</tr>
<tr>
<td>or { \perp, f, \top } or { \perp, t, \top } or { \perp, f, \top } or { \perp, t, \top }</td>
<td>( \frac{1}{2} (n + 1)(n + 2) )</td>
</tr>
<tr>
<td>each of the remaining 20 possibilities</td>
<td>1</td>
</tr>
</tbody>
</table>

**Case 1:** \( U \cap C = \emptyset \). In this case \( U \) is a down-set of \( B \). Since \( B \) is isomorphic to \( (2 \times n) \cup n \cup n \cup (2 \times n) \), we have

\[
O(B) \cong O(2 \times n)^2 \times (n + 1)^2.
\]

We conclude that the number of such down-sets is

\[
|O(B)| = \left( \frac{1}{2} (n + 1)(n + 2) \right)^2 \times (n + 1)^2 = \frac{1}{4} (n + 1)^4 (n + 2)^2.
\]

**Case 2:** \( U \cap C = \{ \perp \} \). As \( U \) is a down-set containing \( \perp \), it must also contain \( \perp^n \). Hence \( U \cap \perp^n \) is an arbitrary down-set of \( B' := B \cap \perp^n \). The ordered set \( B' \) is isomorphic to \( (2 \times n) \cup n \cup (2 \times n) \). Thus there are

\[
|O(B')| = \left( \frac{1}{2} (n + 1)(n + 2) \right)^2 \times (n + 1) = \frac{1}{4} (n + 1)^3 (n + 2)^2
\]

choices for \( U \cap \perp^n \) and hence for \( U \).
Case 3: $U \cap C = \{0, f^0\}$. In this case, the down-set $U$ must contain $\bot^n$, as well as $\emptyset^n$. The only possibilities for the remainder of $U$ are the down-sets of $\top^n \cup 1^n$. Since $\top^n$ and $1^n$ are disjoint, there are

$$|O(\downarrow \top^n \cup \downarrow 1^n)| = |O(\downarrow \top^n) \times O(\downarrow 1^n)| = \frac{1}{2} (n+1)(n+2) = \frac{1}{2} (n+1)^2(n+2)$$

such possibilities.

The other cases are argued similarly. Multiplying each term in the second column of Table 1 by the number of sets in the corresponding cell in the first column and summing gives

$$f(n) = \frac{1}{4} (n+1)^3(n+2)^2 + 2 \cdot \frac{1}{4} (n+1)^3(n+2)^2 + 4 \cdot \frac{1}{2} (n+1)^2(n+2) + 2 \cdot (n+1) + \frac{1}{4} (n+1)^2(n+2)^2 + 6 \cdot \frac{1}{2} (n+1)(n+2) + 20 \cdot 1$$

which, after simplification, gives the formula in the claim.

Claim 6.5. The number of down-sets of $P(M_n)$ that intersect the top $T$ is

$$g(n) = \frac{1}{4} (n^6 + 10n^5 + 43n^4 + 108n^3 + 166n^2 + 148n).$$

Proof of Claim 2. Let $U$ be a down-set of $P(M_n)$ that intersects $T$. The intersection of $U$ with the set $\min(T) = \{\emptyset^n, \bot^n, \top^n, 1^n\}$ of minimal elements of $T$ is one of the 15 non-empty subsets of $\min(T)$. The number of such $U$ for a given intersection $U \cap \min(T)$ is given in Table 2. (Once again, to save space each superscript $n$ has been omitted in the first column of the table.) We now explain how these numbers are obtained.

The down-set $U$ must contain $\bigcup \{\downarrow a \mid a \in U \cap \min(T)\}$. The only possibility for the remainder of $U$ is a set of the form

$$\bigcup \{V_a \mid a \in U \cap \min(T)\} \cup W,$$

where $V_a$ is a non-empty down-set of $\uparrow a$ and $W$ is a down-set of the ordered set $P$ with underlying set

$$P := (C \cup B) \setminus \bigcup \{\downarrow a \mid a \in U \cap \min(T)\}.$$
Table 2: Calculating \( g(n) \)

<table>
<thead>
<tr>
<th>( U \cap \min(T) )</th>
<th># of such ( U )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {\hat{0}} ) or ( {1} )</td>
<td>((\frac{1}{2}(n + 1)(n + 2) - 1) (\frac{1}{2}(n + 1)(n + 2) + 8))</td>
</tr>
<tr>
<td>( {\bot} ) or ( {\top} )</td>
<td>5n</td>
</tr>
<tr>
<td>( {\hat{0}, \hat{1}} )</td>
<td>4((\frac{1}{2}(n + 1)(n + 2) - 1)^2)</td>
</tr>
<tr>
<td>( {0, \top} ) or ( {0, \bot} ) or ( {\top, \hat{1}} ) or ( {\bot, \hat{1}} )</td>
<td>3n((\frac{1}{2}(n + 1)(n + 2) - 1))</td>
</tr>
<tr>
<td>( {\top, \bot} )</td>
<td>(n^2)</td>
</tr>
<tr>
<td>( {\bot, \top, \hat{1}} ) or ( {\hat{0}, \top, \bot} )</td>
<td>(n^2((\frac{1}{2}(n + 1)(n + 2) - 1))</td>
</tr>
<tr>
<td>( {\hat{0}, \top, \bot} ) or ( {\hat{0}, \bot, \top} )</td>
<td>(2n((\frac{1}{2}(n + 1)(n + 2) - 1)^2)</td>
</tr>
<tr>
<td>( {0, \top, \bot, \hat{1}} )</td>
<td>(n^2((\frac{1}{2}(n + 1)(n + 2) - 1)^2)</td>
</tr>
</tbody>
</table>

Since the union in \((*)\) is disjoint, the number of possibilities for \( U \) is

\[
\prod \{|O(\uparrow a)| - 1 : a \in U \cap \min(T)\} \times |O(P)|. \tag{**}
\]

If \( a \in \{\hat{0}^n, \hat{1}^n\} \), then \( \uparrow a \cong 2 \times n \) whence \( |O(\uparrow a)| = \frac{1}{2}(n + 1)(n + 2) \), and if \( a \in \{\bot^n, \top^n\} \), then \( \uparrow a \cong n \) whence \( |O(\uparrow a)| = n + 1 \). In each case, it remains to calculate \( P \) and \( |O(P)| \). We present the details in three of the 15 cases. (We denote the linear sum of ordered sets \( P \) and \( Q \) by \( P \oplus Q \).)

**Case 1:** \( U \cap \min(T) = \{\hat{0}^n\} \). In this case

\[
P = (C \cup B) \setminus \hat{0}^n = \downarrow 1^n \cup \{\bot^0, \top^0\} \cup \{\top^0, \bot^0\}.
\]

Since \( P \cong (2 \times n) \oplus (2 \cup 2) \), the product \((**\)) becomes

\[
\left( |O(2 \times n)| - 1 \right) \times |O((2 \times n) \oplus (2 \cup 2))| \\
= \left( |O(2 \times n)| - 1 \right) \times \left( |O((2 \times n))| + |O(2 \cup 2)| - 1 \right) \\
= \left( \frac{1}{2}(n + 1)(n + 2) - 1 \right) \left( \frac{1}{2}(n + 1)(n + 2) + 8 \right)
\]

as \( |O(2 \cup 2)| \cong |O(2) \times O(2)| \cong 3 \times 3 \).
Case 2: $U \cap \min(T) = \{\hat{\bot}^n\}$. In this case
$$P = (C \cup B) \downarrow \hat{\bot}^n = \{\top^0, f^0, t^0\}.$$ 
Since $P \cong 2 \oplus 1$, where $2$ denotes a two-element antichain, the product $(\ast \ast)$ becomes
$$\left(|O(n)| - 1\right) \times |O(2 \oplus 1)| = n \times 5.$$

Case 3: $U \cap \min(T) = \{\hat{0}^n, \hat{1}^n\}$. In this case,
$$P = (C \cup B) \setminus (\downarrow \hat{0}^n \cup \downarrow \hat{1}^n) = \{\bot^0, \top^0\}.$$ 
Since $P \cong 2$, the product $(\ast \ast)$ becomes
$$\left(|O(2 \times n)| - 1\right)^2 \times |O(2)| = \left(\frac{1}{2} (n + 1)(n + 2) - 1\right)^2 \times 4.$$

The other cases are argued similarly. Multiplying each term in the second column of Table 2 by the number of sets in the corresponding cell in the first column and summing gives
$$g(n) = 2 \cdot \left(\frac{1}{2} (n + 1)(n + 2) - 1\right) \left(\frac{1}{2} (n + 1)(n + 2) + 8\right) + 2 \cdot 5n$$
$$+ 4\left(\frac{1}{2} (n + 1)(n + 2) - 1\right)^2 + 4 \cdot 3n\left(\frac{1}{2} (n + 1)(n + 2) - 1\right) + n^2$$
$$+ 2 \cdot n^2 \left(\frac{1}{2} (n + 1)(n + 2) - 1\right) + 2 \cdot 2n\left(\frac{1}{2} (n + 1)(n + 2) - 1\right)^2$$
$$+ n^2 \left(\frac{1}{2} (n + 1)(n + 2) - 1\right)^2$$
which, after simplification, gives the formula in the claim.

Finally, to verify the formula for $|F_{V_n}(1)|$ given in the statement of the theorem, simply calculate $f(n) + g(n)$.

7 Piggybacking and the proof of Theorem 6.2

Our proof of Theorem 6.2 employs a very useful tool from the theory of piggyback dualities. We shall not develop the theory in full generality, but only in the form determined by the duality for $V_n = \text{ISP}({M_0, M_1, \ldots, M_n})$ given in Theorem 3.1. We follow the presentation given in [3, Chapter 7]. For the history of piggyback
dualities, we refer the reader to Davey and Werner [9, 10], where the single-sorted version was introduced, to Davey and Priestley [7] where the theory was expanded to the setting of multi-sorted dualities, and to Davey, Haviar and Priestley [5] for the extension from algebras to structures of the single-sorted case.

Before we can present the tool that we will be using, we need to introduce some notation and terminology. We make use of the fact that the truth lattice of each algebra \( A \) in \( V_n \) has a reduct \( A^b \) in \( D \), the variety of bounded distributive lattices. As in the previous sections, we fix \( n \in \mathbb{N} \).

**Definition 7.1.** Let \( \omega_1 \in D(M_j^b, 2) \) and \( \omega_2 \in D(M_k^b, 2) \), for some \( j, k \in [0, n] \). The set

\[
(\omega_1, \omega_2)^{-1}(\leq) = \{(a, b) \in M_j \times M_k \mid \omega_1(a) \leq \omega_2(b)\}
\]

forms a bounded sublattice of \( M_j^b \times M_k^b \). We will denote by \( R_{\omega_1, \omega_2} \) the (possibly empty) set of subuniverses of \( M_j^b \times M_k^b \) that are maximal with respect to being contained in \((\omega_1, \omega_2)^{-1}(\leq)\). The maps \( \omega_1 \) and \( \omega_2 \) are referred to as *carriers* and the relations in the set \( R_{\omega_1, \omega_2} \) are referred to as the *piggyback relations on \{M_0, \ldots, M_n\} determined by \( \omega_1, \omega_2 \).*

We now turn our attention to the carrier maps that we will be using. Let \( \delta_0, \gamma_0 : M_0^b \to 2 \) and \( \gamma_k, \delta_k : M_k^b \to 2 \), for \( k \in [1, n] \), be determined by

\[
\delta_0^{-1}(1) = \{\perp^0, t^0\}, \quad \gamma_0^{-1}(1) = \{\top^0, t^0\},
\]

\[
\gamma_k^{-1}(1) = \{1^k\}, \quad \delta_k^{-1}(1) = \{f^k, \perp^k, \top^k, t^k, 1^k\};
\]

see Figures 8 and 9.

The following simple lemma, which can be easily verified by the reader, is the key to the theorem that follows it. For all \( k \in [0, n] \), define the carrier set \( \Omega_k := \{\gamma_k, \delta_k\} \).
Lemma 7.2. The maps $g_1, \ldots, g_n$ and the carrier sets $\Omega_0, \ldots, \Omega_n$ satisfy the following separation condition:

(Sep) for all $k \in [0, n]$ and all $a, b \in M_k$ with $a \neq b$, there exists $\omega \in \Omega_k$ with $\omega(a) \neq \omega(b)$ or there exists $\omega \in \Omega_0$ with $\omega(g_k(a)) \neq \omega(g_k(b))$.

Given that (Sep) holds, the following theorem is a direct application of Cabrer and Priestley’s description of the Priestley dual via piggyback relations [2, Theorem 2.3].

Theorem 7.3. Let $A \in \mathcal{V}_n$. Define

$$X = \bigcup \{ X_k \mid k \in [0, n] \} \quad \text{and} \quad Y = \bigcup \{ X_k \times \Omega_k \mid k \in [0, n] \},$$

where $X_k := \mathcal{V}_n(A, M_k)$, for all $k \in [0, n]$.

- Let $\mathcal{T}^Y$ be the topology on $Y$ induced by the product topology on $M_k^A$, for $k \in [0, n]$, and the discrete topology on $\Omega_k$.

- Given $j, k \in [0, n]$, $(x, \omega_1) \in X_j \times \Omega_j$ and $(y, \omega_2) \in X_k \times \Omega_k$, define $(x, \omega_1) \preccurlyeq (y, \omega_2)$ if $(x, y) \in R^X$ for some $R \in R_{\omega_1 \omega_2}$, where $R^X$ is the natural pointwise extension of $R$ to $X$.

Then $\preccurlyeq$ is a quasi-order on $Y$ and $\langle Y / \approx; \preccurlyeq / \approx, \mathcal{T} / \approx \rangle$ is a Priestley space isomorphic to $H(A^b)$, where $\approx$ is the equivalence relation determined by $\preccurlyeq$ and $\mathcal{T} / \approx$ is the quotient topology.

To unpack this result and see how it leads directly to the proof of Theorem 6.2, we need to calculate the sets $R_{\omega_1 \omega_2}$ of piggyback relations for all pair of carriers.
\( \omega_1, \omega_2 \in \bigcup \{ \Omega_k \mid k \in [0,n] \} \). Along the way we shall see that, in our case, the quasi-order \( \preceq \) defined in Theorem 7.3 is in fact an order.

The following result from [4] will allow us to draw the subalgebra lattices of \( M_j \times M_k \), for \( j, k \in [0,n] \). Along with the relations \( \preceq^k \), for \( k \in [0,n] \), and \( \preceq^{jk} \), for \( j < k \), used in the duality for \( V_n \), we require some further relations. For \( j > k \), let \( \preceq^{jk} \) (a relation from \( M_j \) to \( M_k \)) be the converse of \( \preceq^{kj} \), and for all \( j, k \in [0,n] \), define:

\[
S^{jk}_\preceq = (g_j, g_k)^{-1}(\preceq^0) = \{ (a, b) \in M_j \times M_k \mid g_j(a) \preceq^0 g_k(b) \}, \\
S^{jk}_{\succeq} = (g_j, g_k)^{-1}(\succeq^0) = \{ (a, b) \in M_j \times M_k \mid g_j(a) \succeq^0 g_k(b) \}.
\]

Note that \( S^{jk}_{\succeq} \) is the converse of \( S^{kj}_\preceq \). In some of our calculations, we require the following explicit descriptions of \( S^{jk}_\preceq \) and \( S^{jk}_{\succeq} \)—see [4, Section 5.1]. For \( k \in [0,n] \), let \( F_k \) and \( T_k \) denote, respectively, the sets of ‘false’ constants and ‘true’ constants in \( M_k \). Then

\[
S^{jk}_\preceq = (M_j \times \{ \top^k \}) \cup (\{ \bot^j \} \times M_k) \cup (F_j \times F_k) \cup (T_j \times T_k), \\
S^{jk}_{\succeq} = (M_j \times \{ \bot^k \}) \cup (\{ \top^j \} \times M_k) \cup (F_j \times F_k) \cup (T_j \times T_k).
\] (†)

**Theorem 7.4** ([4, Lemma 5.4, Theorem 6.1]). Let \( n \in \mathbb{N} \).

(1) The meet-irreducibles in \( \text{Sub}(M_0 \times M_0) \) are \( \preceq^0 \) and \( \succeq^0 \).

(2) For all \( k \in [1,n] \), the meet-irreducibles in \( \text{Sub}(M_k \times M_k) \) are \( \preceq^k \), \( \succeq^k \), \( S^{kk}_\preceq \) and \( S^{kk}_{\succeq} \).

(3) For all \( k \in [1,n] \), the meet-irreducibles in \( \text{Sub}(M_0 \times M_k) \) are \( S^{0k}_\preceq \) and \( S^{0k}_{\succeq} \), and the meet-irreducibles in \( \text{Sub}(M_k \times M_0) \) are \( S^{k0}_\preceq \) and \( S^{k0}_{\succeq} \).

(4) For all \( j, k \in [1,n] \), with \( j \neq k \), the meet-irreducible elements of \( \text{Sub}(M_j \times M_k) \) are \( S^{jk}_\preceq \) and \( S^{jk}_{\succeq} \), along with \( \preceq^{jk} \), if \( j < k \), and \( \succeq^{jk} \), if \( j > k \).

Throughout the remainder of this section we will use, without reference, the descriptions of \( \preceq^0 \), \( \preceq^k \) and \( \preceq^{jk} \) given in (†) in Section 3, and the descriptions of \( S^{jk}_\preceq \) and \( S^{jk}_{\succeq} \) given in (‡). In order to make our presentation of the arguments in this section more compact, we will often write \( ab \) for the ordered pair \( (a, b) \).

With Theorem 7.4 in hand, it is easy to calculate \( \text{Sub}(M_j \times M_k) \), for \( j, k \in [0,n] \). The following observations are all that we require.
• The pairs $\leq^0$ and $\geq^0$, $\leq^k$ and $\geq^k$, $S_{\leq}^{kk}$ and $S_{\geq}^{kk}$, $S_{\leq}^{0k}$ and $S_{\geq}^{0k}$, and $S_{\leq}^{jk}$ and $S_{\geq}^{jk}$ are non-comparable in the subset order.

• Both $\leq^k$ and $\geq^k$ are subsets of $S_{\leq}^{kk}$ and $S_{\geq}^{kk}$.

• $S_{\leq}^{jk}$ and $S_{\geq}^{jk}$ contain $\leq^j$, if $j < k$, and contain $\geq^j$, if $j > k$.

• The bottom of $\text{Sub}(M_j \times M_k)$ is the set $K_{jk}$ of constants, given by

$$K_{00} = \{T^0, T^0, f^0f^0, t^0t^0, \bot \bot\} = \Delta_{M_0},$$

$$K_{0k} = \{T^0, T^k, f^0f^k, f^00^k, t^0t^k, t^01^k, \bot 1^k\} = \text{graph}(g_k)^\prime,$$

$$K_{kk} = \{T^k, T^k, f^k, f^k, 0^k0^k, t^k t^k, 1^k1^k, \bot k \bot k\} = \Delta_{M_k},$$

$$K_{jk} = \{T^j, T^k, f^j, f^k, f^j0^k, f^j0^k, t^j t^k, t^j1^k, 1^j1^k, \bot j \bot k\} = \leq^j,$$

where $0 < k$ in the second case and $j < k$ in the last case. In each case, the elements of $K_{jk}$ are determined by the way the constants are assigned to $M_j$ and $M_k$—see Definitions 2.2 and 2.3.

It follows that the lattices $\text{Sub}(M_j \times M_k)$ are as given in Figures 10 and 11; the meet-irreducible elements are shaded.

### 7.1 The piggyback relations

The following lemma will more or less cut our work in half. Define $\Omega = \bigcup \{\Omega_k \mid k \in [0, n]\}$, and define $\gamma': \Omega \to \Omega$ by $\gamma'_k = \delta_k$ and $\delta'_k = \gamma_k$, for all $k \in [0, n]$. For a subset $S$ of an algebra $A \in \mathcal{V}_n$, define $\neg S = \{\neg a \mid a \in S\}$. Given a set $\mathcal{R}$ of multi-sorted binary relations, define $\mathcal{R}^\prime = \{R^\prime \mid R \in \mathcal{R}\}$, where $R^\prime$ is the converse of $R$.

**Lemma 7.5.** For all $\omega, \omega_1, \omega_2 \in \Omega$, we have

(a) $\omega' = c \circ \omega \circ \neg$, where $c: \{0, 1\} \to \{0, 1\}$ is complementation.

(b) $(\omega_2, \omega_1)^{-1}(\leq) = \neg((\omega'_1, \omega'_2)^{-1}(\leq))^\prime$.

(c) $\mathcal{R}_{\omega_2, \omega_1} = \mathcal{R}_{\omega'_1, \omega'_2}$. 
Figure 10 Sub($M_0 \times M_0$) and Sub($M_0 \times M_k$) for $0 < k$

Figure 11 Sub($M_k \times M_k$) and Sub($M_j \times M_k$) for $j < k$

**Proof.** (a) This is a simple calculation.

(b) Since $\neg$ is an involution, and $\neg$ and $\sim$ commute, we have

$$(\omega_2, \omega_1)^{-1}(\leq) = \{ (a, b) \mid \omega_2(a) \leq \omega_1(b) \}$$

$$= \{ (b, a) \mid \omega_1(b) \geq \omega_2(a) \}$$

$$= \{ (b, a) \mid c(\omega_1(b)) \leq c(\omega_2(a)) \}$$

$$= \{ (\neg u, \neg v) \mid c(\omega_1(\neg u)) \leq c(\omega_2(\neg v)) \}$$

$$= \{ (\neg u, \neg v) \mid \omega'_1(u) \leq \omega'_2(v) \}$$

$$= \neg((\omega'_1, \omega'_2)^{-1}(\leq))$$

$$= \neg((\omega'_1, \omega'_2)^{-1}(\leq))$$

(c) This follows from (b) as subuniverses are closed under $\neg$. \qed

In searching for maximal subuniverses in $(\omega_1, \omega_2)^{-1}(\leq)$ in the products $M_j \times M_k$, $j, k \in [0, n]$, we consider four cases.
I. The case $M_0 \times M_0$. The set

$$(\delta_0, \gamma_0)^{-1}(\leq) = (\{f^0, \top^0\} \times M_0) \cup (M_0 \times \{\top^0, t^0\}),$$

does not contain $K_{00} = \Delta_{M_0}$, as it does not contain $\bot^0 \bot^0$, whence it contains no subalgebra of $M_0 \times M_0$. Similarly,

$$(\gamma_0, \delta_0)^{-1}(\leq) = (\{f^0, \bot^0\} \times M_0) \cup (M_0 \times \{\bot^0, t^0\}),$$

does not contain $K_{00} = \Delta_{M_0}$, as it does not contain $\top^0 \top^0$. It follows that $R_{\delta_0 \gamma_0} = R_{\gamma_0 \delta_0} = \emptyset$. The set

$$(\gamma_0, \gamma_0)^{-1}(\leq) = (\{f^0, \bot^0\} \times M_0) \cup (M_0 \times \{\bot^0, t^0\})$$

contains $\leq^0$ but not $\geq^0$ as $t^0 \bot^0 \notin (\gamma_0, \gamma_0)^{-1}(\leq)$. It follows from the shape of $\text{Sub}(M_0 \times M_0)$ (see Figure 10) that $R_{\gamma_0 \gamma_0} = \{\leq^0\}$, and hence

$$R_{\delta_0 \delta_0} = R_{\delta_0 \delta_0}^\gamma = R_{\gamma_0 \gamma_0}^\gamma = \{\leq^0\}^\gamma = \{\geq^0\}$$

by Lemma 7.5(c).

II. The case $M_0 \times M_k$ and $M_k \times M_0$, for $k \in [1, n]$. Since

$$\bot^0 \bot^k \notin (\delta_0, \gamma_k)^{-1}(\leq) \quad \text{and} \quad \top^0 \top^k \notin (\gamma_0, \gamma_k)^{-1}(\leq),$$

these sets do not contain $K_{0k} = \text{graph}(g_k)^\gamma$, whence $R_{\delta_0 \gamma_k} = R_{\gamma_0 \gamma_k} = \emptyset$. The set

$$(\gamma_0, \delta_k)^{-1}(\leq) = (\{f^0, \bot^0\} \times M_k) \cup (M_0 \times (M_k \setminus \{0\})),$$

contains $S_{\leq}^{0k}$, but not $S_{\geq}^{0k}$ as $\top^0 0^k \notin (\gamma_0, \delta_k)^{-1}(\leq)$. Similarly, the set

$$(\delta_0, \delta_k)^{-1}(\leq) = (\{f^0, \top^0\} \times M_k) \cup (M_0 \times (M_k \setminus \{0^k\})),$$

contains $S_{\geq}^{0k}$, but not $S_{\leq}^{0k}$ as $\bot^0 0^k \notin (\gamma_0, \delta_k)^{-1}(\leq)$. It follows from the shape of $\text{Sub}(M_0 \times M_k)$ (see Figure 10) that $R_{\gamma_0 \delta_k} = \{S_{\leq}^{0k}\}$ and $R_{\delta_0 \delta_k} = \{S_{\geq}^{0k}\}$.

By Lemma 7.5(c) we conclude that

$$R_{\gamma_k \delta_0} = R_{\delta_k \gamma'_k} = R_{\gamma_0 \delta_k} = \{S_{\leq}^{0k}\}^\gamma = \{S_{\geq}^{0k}\},$$

$$R_{\gamma_k \gamma_0} = R_{\gamma'_k \gamma_0'} = R_{\delta_0 \delta_k} = \{S_{\leq}^{0k}\}^\gamma = \{S_{\geq}^{0k}\},$$

$$R_{\delta_k \gamma_0} = R_{\gamma_0 \delta'_k} = R_{\delta_0 \gamma_k} = \emptyset,$$

$$R_{\delta_k \delta_0} = R_{\delta'_k \delta'_k} = R_{\gamma_0 \gamma_k} = \emptyset.$$
III. The case $\mathbf{M}_k \times \mathbf{M}_k$, for $k \in [1, n]$. The set $(\delta_k, \gamma_k)^{-1}(\leq)$ does not contain $K_{kk} = \Delta_{M_k}$ as it does not contain $\con{T}^k \con{T}^k$, for example. Hence $\mathcal{R}_{\delta_k \gamma_k} = \emptyset$. The set 

$$(\gamma_k, \delta_k)^{-1}(\leq) = (M_k \setminus \{1^k\} \times M_k) \cup (M_k \times \{1^k\})$$

contains $\leq^k$ but not $\geq^k$ as it does not contain $1^k t^k$. Consequently the shape of Sub($\mathbf{M}_k \times \mathbf{M}_k$) (see Figure 11) tells us that $\mathcal{R}_{\gamma_k \gamma_k} = \{\leq^k\}$. By Lemma 7.5(c) it follows that 

$$\mathcal{R}_{\delta_k \delta_k} = R_{\delta_k}^\circ \delta_k = R_{\gamma_k \gamma_k} = \{\leq^k\} = \{\geq^k\}.$$ 

Finally, the set 

$$(\gamma_k, \delta_k)^{-1}(\leq) = ((M_k \setminus \{1^j\} \times M_k) \cup (M_j \times (M_k \setminus \{0^k\}))$$

contains both $S^k_k \leq S^k_k$ and $S^k_k \geq$, and again the shape of Sub($\mathbf{M}_k \times \mathbf{M}_k$) (see Figure 11) tells us that $\mathcal{R}_{\gamma_k \delta_k} = \{S^k_k \leq, S^k_k \geq\}$.

IV. The case $\mathbf{M}_j \times \mathbf{M}_k$ and $\mathbf{M}_k \times \mathbf{M}_j$, for $0 < j < k$. Let $j, k \in [1, n]$ with $j < k$. The set $(\delta_j, \gamma_j)^{-1}(\leq)$ does not contain $K_{jk} = \leq^{jk}$ as it does not contain $\con{T}^j \con{T}^k$, for example. Similarly, the set $(\delta_j, \delta_k)^{-1}(\leq)$ does not contain $K_{jk} = \leq^{jk}$ as it does not contain $1^j 0^k$. Consequently, $\mathcal{R}_{\delta_j \gamma_k} = \mathcal{R}_{\delta_j \delta_k} = \emptyset$. The set 

$$(\gamma_j, \delta_k)^{-1}(\leq) = ((M_j \setminus \{1^j\} \times M_j) \cup (M_j \times M_k \setminus \{0^k\}))$$

contains both $S^j_k \leq$ and $S^j_k \geq$, and the shape of Sub($\mathbf{M}_j \times \mathbf{M}_k$) (see Figure 11) tells us that $\mathcal{R}_{\gamma_j \delta_k} = \{S^j_k \leq, S^j_k \geq\}$. Finally, the set 

$$(\gamma_j, \gamma_k)^{-1}(\leq) = ((M_j \setminus \{1\} \times M_k) \cup (M_j \times \{1\})$$

contains $\leq^{jk}$ but does not contain $S^j_k \leq \cap S^j_k \geq$ as 

$$1^j t^k \in S^j_k \leq \cap S^j_k \geq \setminus (\gamma_j, \gamma_k)^{-1}(\leq).$$

The shape of Sub($\mathbf{M}_j \times \mathbf{M}_k$) (see Figure 11) yields $\mathcal{R}_{\gamma_j \gamma_k} = \{\leq^{jk}\}$. Applying Lemma 7.5(c) once again, we conclude that 

$$\mathcal{R}_{\gamma_j \delta_j} = R_{\gamma_j}^\circ \delta_j = R_{\gamma_j \gamma_k} = \{S^j_j \leq, S^j_j \geq\} = \{S^j_j \leq, S^j_j \leq\},$$

$$\mathcal{R}_{\delta_k \delta_j} = R_{\delta_k}^\circ \delta_j = R_{\gamma_j \gamma_k} = \{\leq^{jk}\} = \{\geq^{jk}\},$$

$$\mathcal{R}_{\gamma_k \gamma_j} = R_{\gamma_j}^\circ \gamma_j = R_{\delta_j \delta_k} = \emptyset, \text{ and}$$

$$\mathcal{R}_{\delta_k \gamma_j} = R_{\gamma_j}^\circ \delta_k = R_{\delta_j \gamma_k} = \emptyset.$$
The sets $R_{\omega_1,\omega_2}$ of piggyback relations, for $\omega_1, \omega_2 \in \Omega$ are presented in the Table 3; to save space the braces have been removed from the non-empty sets. The numbers in brackets will be used in the next subsection.

Table 3: The sets $R_{\omega_1,\omega_2}$ of piggyback relations

<table>
<thead>
<tr>
<th>Alg</th>
<th>$M_0$</th>
<th>$M_j$</th>
<th>$M_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_j$</td>
<td>$\gamma_0$</td>
<td>$\delta_0$</td>
<td>$\gamma_j$</td>
</tr>
<tr>
<td>$M_0$</td>
<td>$\gamma_0$</td>
<td>$\leq_{(1)}^{0}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$\delta_0$</td>
<td>$\emptyset$</td>
<td>$\geq_{(2)}^{0}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$M_j$</td>
<td>$\gamma_j$</td>
<td>$\delta_j$</td>
<td>$\leq_{(1)}^{j}$</td>
</tr>
<tr>
<td>$M_k$</td>
<td>$\gamma_k$</td>
<td>$S_{k}^{(3)}$</td>
<td>$S_{k}^{(4)}$</td>
</tr>
<tr>
<td>$\delta_k$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
</tbody>
</table>

7.2 The proof of Theorem 6.2 We shall apply Theorem 7.3. Let $A \in V_n$ and let $A^b = \langle A; \wedge, \vee, f_0, t_0 \rangle$ be its bounded-distributive-lattice reduct. Define

$$X = \bigcup \{ X_k \mid k \in [0, n] \} \quad \text{and} \quad Y = \bigcup \{ X_k \times \Omega_k \mid k \in [0, n] \},$$

where $X_k := V_n(A, M_k)$, for all $k \in [0, n]$. Endow $Y$ with the quasi-order $\preceq$ and topology as described in Theorem 7.3.

Lemma 7.6. The quasi-order $\preceq$ on $Y$ is an order.

Proof. Let $(x, \omega_1), (y, \omega_2) \in Y$ with $(x, \omega_1) \preceq (y, \omega_2)$ and $(y, \omega_2) \preceq (x, \omega_1)$. Then $x \in X_j$, $y \in X_k$, $\omega_1 \in \{ \gamma_j, \delta_j \}$ and $\omega_2 \in \{ \gamma_k, \delta_k \}$, for some $j, k \in [0, n]$, and by the definition of $\preceq$ on $Y$, we have

$$(x, y) \in R_1^X \text{ for some } R_1 \in R_{\omega_1, \omega_2},$$

and $(y, x) \in R_2^X \text{ for some } R_2 \in R_{\omega_2, \omega_1}$.

There are many cases to consider, but each corresponds to either a diagonal entry in Table 3 or to a symmetric pair of off-diagonal entries in the table. On
the diagonal, where \( \omega_1 = \omega_2 \), we have \(|R_{\omega_1\omega_2}| = 1\). In this case, \( R_1 = R_2 \) and this relation is one of \( \preceq^0 \), \( \succeq^0 \), \( \preceq^k \) and \( \succeq^k \), each of which is an order. So \((x, y), (y, x) \in R_1^X = R_2^X\) immediately gives \((x, \omega_1) = (y, \omega_2)\). For each symmetric pair of off-diagonal entries in the table we have either \( R_{\omega_1\omega_2} = \emptyset \) or \( R_{\omega_2\omega_1} = \emptyset \), so these cases do not actually occur.

Since \( \preceq \) is an order, Theorem 7.3 now tells us that \( \langle Y; \preceq, \mathcal{T} \rangle \) is a Priestley space isomorphic to \( H(A^b) \). Let

\[
\mathcal{X} = D(A) = \langle X_0 \cup \cdots \cup X_n; \mathcal{G}(n), \mathcal{S}(n), \mathcal{T} \rangle
\]

be the dual of \( A \). Recall from Definition 6.1 that

\[
P(\mathcal{X}) = \langle X \cup \widehat{X}; \preceq, \mathcal{T} \rangle,
\]

where \( \widehat{X} := \{\widehat{x} \mid x \in X\} \). Define \( \eta : P(\mathcal{X}) \to Y \) by

\[
\eta(x) = (x, \gamma_k) \text{ and } \eta(\widehat{x}) = (x, \delta_k)
\]

for all \( x \in X_k \) and all \( k \in [0, n] \). It is clear that \( \eta \) is a homeomorphism between the underlying topological spaces of \( P(\mathcal{X}) \) and of the Priestley space \( \langle Y; \preceq, \mathcal{T} \rangle \). To complete the proof of Theorem 6.2 it remains to prove that \( x_1 \preceq x_2 \) in \( P(\mathcal{X}) \) if and only if \( \eta(x_1) \preceq \eta(x_2) \) in \( Y \). Once again, this can be read straight off Table 3: the cells of the table corresponding to Condition \((n)\) in Definition 6.1 have been labelled \((n)\). For example, using Part (5) of the definition of \( \preceq \) on \( P(\mathcal{X}) \) and the cell labelled \((5)\) in the table, along with the fact that

\[
(x, y) \in S_\preceq^{0k} \iff x = g_0(x) \preceq^0 g_k(y),
\]

we have, for all \( x \in X_0 \) and \( \widehat{y} \in \widehat{X} \setminus \widehat{X}_0 \),

\[
x \preceq \widehat{y} \iff x \preceq g(y) \quad \text{definition of } \preceq \text{ on } P(\mathcal{X})
\]

\[
\iff x \preceq^0 g_k(y)
\]

\[
\iff (x, y) \in S_\preceq^{0k}
\]

\[
\iff (x, \gamma_0) \preceq (y, \delta_k) \quad \text{definition of } \preceq \text{ on } Y
\]

\[
\iff \eta(x) \preceq \eta(\widehat{y}).
\]

This completes the proof of Theorem 6.2. \( \square \)
Some observations on this proof lead us to close this paper by posing two questions.

Each of our piggyback relations is meet-irreducible in the appropriate subalgebra lattice Sub($M_j \times M_k$). This is not always so. For example, the piggyback relations on the three-element Kleene algebra $K$ are calculated on page 155 of Davey and Priestley [7]; in Clark and Davey [3] they are denoted by $\preceq$, $\succeq$ and $\sim$. Each of these relations is meet-irreducible (see the diagram of Sub($K^2$) on page 247 of [3]). The remaining piggyback relation, $\Delta_{K_0} = \{00, 11\}$, is the bottom of Sub($K^2$) and not meet-irreducible.

**Problem 7.7.** Investigate the relationship between meet-irreducibles and piggyback relations in the appropriate subalgebra lattice. In particular, give sufficient conditions under which all (multi-sorted) piggyback relations are meet-irreducible.

Our Theorem 7.3 is a special case of Cabrer and Priestley’s description of the Priestley dual via piggyback relations [2, Theorem 2.3]. While their theorem guarantees only that $\preceq$ is a quasi-order, in our case it was antisymmetric and hence was actually an order. For this to occur we would certainly need the set $M = \{M_0, \ldots, M_n\}$ of algebras to be a minimal lSP-generating set for the quasi-variety lSP($M$). We would also make the set $G$ of multi-sorted endomorphisms as large as possible and the set $\Omega$ of carriers as small as possible while guaranteeing that the separation condition ($S$) of the Multi-sorted Piggyback Duality Theorem [3, Theorem 7.2.1] is satisfied. But what else is required?

**Problem 7.8.** Give sufficient conditions for the quasi-order $\preceq$ defined in [2, Theorem 2.3] to be an order.

**Acknowledgements**

The first author is grateful to La Trobe University for his appointment as an Honorary Visiting Fellow in the School of Engineering and Mathematical Sciences for August 2019. The third author acknowledges his appointment as a Visiting Professor at the University of Johannesburg from 1 June 2020. The first and third author would like to thank La Trobe University for its hospitality during a visit there in August 2019.
References


**Andrew P. K. Craig** Department of Mathematics and Applied Mathematics, University of Johannesburg, PO Box 524, Auckland Park, 2006, South Africa
and
Department of Mathematics and Statistics, La Trobe University, Victoria 3086, Australia.
Email: acraig@uj.ac.za

**Brian A. Davey** Department of Mathematics and Statistics, La Trobe University, Victoria 3086, Australia.
Email: b.davey@latrobe.edu.au

**Miroslav Haviar** Department of Mathematics, Faculty of Natural Sciences, M. Bel University, Tajovského 40, 974 01 Banská Bystrica, Slovakia and Department of Mathematics and Applied Mathematics, University of Johannesburg, PO Box 524, Auckland Park, 2006, South Africa.
Email: miroslav.haviar@umb.sk